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Anisotropic artificial impedance surfaces are a group of planar materials that can 

be modeled by the tensor impedance boundary condition. This boundary condition 

relates the electric and magnetic field components on a surface using a 2x2 tensor. The 

advantage of using the tensor impedance boundary condition, and by extension 

anisotropic artificial impedance surfaces, is that the method allows large and complex 

structures to be modeled quickly and accurately using a planar boundary condition. 

This thesis presents the theory of anisotropic impedance surfaces and multiple 

applications. Anisotropic impedance surfaces are a generalization of scalar impedance 
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surfaces. Unlike the scalar version, anisotropic impedance surfaces have material 

properties that are dependent on the polarization and wave vector of electromagnetic 

radiation that interacts with the surface. This allows anisotropic impedance surfaces to 

be used for applications that scalar surfaces cannot achieve. Three of these applications 

are presented in this thesis. The first is an anisotropic surface wave waveguide which 

allows propagation in one direction, but passes radiation in the orthogonal direction 

without reflection. The second application is a surface wave beam shifter which splits a 

surface wave beam in two directions and reduces the scattering from an object placed on 

the surface. The third application is a patterned surface which can alter the scattered 

radiation pattern of a rectangular shape. 

For each application, anisotropic impedance surfaces are constructed using 

periodic unit cells. These unit cells are designed to give the desired surface impedance 

characteristics by modifying a patterned metallic patch on a grounded dielectric 

substrate. Multiple unit cell geometries are analyzed in order to find the setup with the 

best performance in terms of impedance characteristics and frequency bandwidth. 
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Chapter 1  Introduction 

Antennas have become a ubiquitous component of modern technology. Many 

consumer electronic devices now include multiple antennas for communication at 

different frequencies and for different protocols. Airplanes, ships, and various military 

platforms use antennas for radar, imaging, communication, and multiple other 

technologies. In all of these systems, antennas are often placed near other conductive 

objects and electronics, and also near other antennas. In order for these systems to work 

optimally, the currents generated on and near antennas must be controlled in order to 

maintain antenna patterns, prevent damage to electronics, and scatter radiation in the 

desired directions. These surface currents can be manipulated using impedance surfaces 

that control the propagation of surface waves. 

 

1.1  Surface Waves 

Surface waves are an electromagnetic wave mode that propagate bound to a 

surface. They can be excited by antennas or due to external radiation, and the field is 

peak on the surface and decays exponentially away from the surface. Surface waves can 

be excited on the planar region between two dielectrics as shown in Figure 1.1. Each 

material extends infinitely in the y direction, and the surface wave can propagate in any 

direction on the YZ plane. The fields decay exponentially away from the boundary in 

both the positive and negative x direction. The decay has a different rate in each material 

due to the different material properties.  

 

 



 

 

2 

 

Grounded dielectric structures also support surface waves as illustrated in Figure 

1.2. A thin substrate with thickness much less than the wavelength is placed above a 

ground plane. Above the substrate is vacuum. In this setup there is still exponential field 

decay above the substrate. The field varies sinusoidally within the substrate and multiple 

modes are supported depending on the order of this variation. The grounded dielectric 

supports surface wave modes down to zero-frequency. This affects multiple microwave 

structures including patch antennas, microstrip lines and printed circuits where surface 

waves generally degrade performance. 

 

An illustration of the degradation of the radiation pattern of a patch antenna is 

shown in Figure 1.3. A patch antenna can be constructed by placing a square or 

rectangular patch above a grounded dielectric slab. The main radiation lobe is normal to 

the patch. However, the structure will also excite surface waves in the dielectric 

substrate. These surface waves propagate away from the patch and can radiate at the 

edge of the substrate or at other discontinuities. This radiation can interfere with and 

degrade the desired radiation pattern of the patch. This interference can potentially be 

mitigated by patterning the substrate using impedance surfaces to control the 

         

Figure 1.1:  Surface wave mode on the boundary between dielectrics. 

 

 

Figure 1.2:  Surface wave mode on grounded dielectric slab. 
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propagation of surface waves on the dielectric. Other antennas or components that are 

integrated to dielectric substrates such as microstrip lines or printed antennas can also be 

negatively affected by this phenomenon. 

 

 

1.2  Impedance Surfaces 

An impedance surface is an electromagnetic boundary condition that relates the 

electric and magnetic fields on a surface. Impedance surfaces are useful because they 

allow the simplification of nearly-planar structures whose thicknesses are small as 

compared to the wavelength. In Figure 1.4 an illustration is shown of a grounded 

dielectric slab which is modeled as an impedance surface. 

 

The slab, which has thickness d, is modeled instead by a planar boundary 

condition with a scalar impedance defined as ZS. Isotropic surfaces have scalar surface 

impedance. The rate of field decay above the impedance boundary is the same as the 

decay above the grounded dielectric slab. Similarly, the phase velocity and group 

 

Figure 1.3:  Surface waves excited on substrate near a patch antenna. 

 

 

Figure 1.4:  Grounded dielectric slab modeled as an impedance surface. 
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velocity of surface waves on the impedance boundary are the same as those propagating 

within the dielectric slab. These similarities are what allow the grounded slab to be 

modeled more simply as an impedance boundary. More complicated structures can also 

be modeled in this manner and these are discussed further in Section 2.3 and Section 

3.3. The advantage of this simplification is that it allows large structures to be 

accurately-modeled efficiently. 

The surface impedance relates the electric and magnetic fields that are tangential 

to the surface. The surface impedance is a complex number whose real part represents 

loss. Therefore, lossless surfaces are purely reactive. Isotropic surfaces have the same 

surface properties for a wave traveling in any direction along the surface. Anisotropic 

surfaces have direction-dependent properties, and their properties are discussed in-depth 

in Section 2.2. The polarization of electric and magnetic fields is dependent on the type 

of surface mode. Transverse magnetic (TM) and transverse electric (TE) modes are both 

supported. The surface impedance of each of these modes is defined below. 

 
transverse

gpropagatin

TMS
H

E
Z , , (1.1) 

 
gpropagatin

transverse

TES
H

E
Z , . (1.2) 

TM modes have electric field in the propagating direction and magnetic field in 

the transverse direction. The reactance is positive for TM modes, and surfaces that 

support TM modes are sometimes called inductive. Conversely, TE modes have 

magnetic field in the propagating direction and electric field in the transverse direction. 

TE modes have negative reactance, and surfaces that support TE modes can be called 

capacitive. The TM mode is supported by grounded dielectric slabs (and other similar 

structures) down to zero-frequency. This is the mode that is predominantly used in this 

thesis. Depending on the structure of the material, multiple TM or TE modes can be 

supported simultaneously or at different frequencies. Along with TM and TE modes, 

anisotropic surfaces support hybrid modes which are a combination of both TM and TE. 

These hybrid modes are discussed in Section 2.2. 
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1.3  Applications 

There are multiple applications for impedance surfaces which control surface 

wave propagation. As discussed in Section 1.1 and illustrated in Figure 1.3, impedance 

surfaces can be used to minimize the negative effects of surface waves on antennas. 

Impedance surfaces can also be used to alter the scattering characteristics of objects. An 

illustration of this is shown in Figure 1.5. Objects can have complicated scattering 

patterns of incident radiation due to their shapes. By patterning the exterior of the object 

with impedance surfaces, the scattering characteristics can be altered to a more desired 

pattern. 

 

Surface waves can also be used to create antennas. Surface wave modes that are 

leaky do not propagate losslessly and instead radiate power away from the surface. 

Leaky wave antennas have been created by periodically modulating the surface 

impedance. This creates an effect similar to a diffraction grating and these antennas are 

also known as holographic antennas. In this thesis, multiple other applications will also 

be discussed including waveguides, beam shifters and splitters, and plane wave 

scattering. These applications, along with the rest of the thesis, are summarized in 

Section 1.4. 

 

Figure 1.5:  Objects scatter incident waves in many directions. 
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1.4  Scope of thesis 

The thesis presents on details from multiple projects, with the common theme of 

anisotropic artificial impedance surfaces. 

Chapter 2 covers background information on the fundamentals of anisotropic 

impedance surfaces. The mathematical description of impedance surfaces is first 

presented. This is followed by a discussion of periodic unit cells, which are used to 

create impedance surfaces. A description of the simulation method used to analyze the 

material properties of the unit cells is also presented. 

Chapter 3 investigates of the properties of multiple unit cell geometries. The 

ring-mushroom unit cell geometry is found to have best performance in terms of 

bandwidth and impedance range. The effect of substrate height and permittivity on 

performance is also discussed. 

Chapter 4 presents anisotropic surface impedance waveguides. In the first 

section, a theoretical analysis of the dispersion in these waveguides is discussed. A 

transparent waveguide application is also proposed and simulated. In the second section 

this transparent waveguide is fabricated in both straight and bent setups. 

Chapter 5 studies a surface wave beam splitter. The device is created using two 

adjacent beam splitters which are transformation electromagnetic devices. The structure 

is fabricated and measured, and it is shown that it can reduce the scattering of surface 

waves from an object placed on a surface. 

Chapter 6 demonstrates a structure that can be used to alter the scattering of 

plane waves from an object. An incident plane wave has a characteristic pattern of 

scattering when incident on a rectangular object. This pattern is altered by patterning a 

ground plane on top and bottom using anisotropic impedance surfaces. Measured results 

show that the effect can be achieved over a large bandwidth. 
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Chapter 2  Surface Waves on Anisotropic 

Impedance Surfaces 

2.1  Overview 

Artificial impedance surfaces are engineered, electrically-thin materials which 

can support surface waves in bound or leaky modes. Isotropic impedance surfaces have 

a scalar relation between the electric and magnetic fields tangent to the surface, and 

have the same properties for surface waves traveling in any direction. Isotropic 

impedance surfaces have been designed for various applications including a linear leaky 

wave antenna [1], spiral leaky wave antenna [2], Luneburg lens antenna [3, 4], and 

impedance surface waveguides [5]. Tensor impedance surfaces are a generalization of 

isotropic impedance surfaces where the relation between electric and magnetic field is a 

2×2 tensor. Guided surface waves on tensor impedance surfaces have been characterized 

analytically [6]. A tensor impedance surface was used to make a circularly polarized 

antenna from a linear feed [7], and a circularly polarized isoflux antenna [8]. Tensor 

impedance surfaces were also used as a liner to create a hybrid-mode horn antenna [9, 

10]. Metasurfaces have been used to create mantle cloaks by scattering cancellation [11-

13]. Tensor surface impedance waveguides [5, 14] and a surface wave cloak using beam 

shifters [15] have also been studied on ideal boundary conditions.  

In every experimental implementation mentioned above, a periodic unit cell was 

used to achieve the desired surface impedance properties. The size and thickness of the 

unit cell must be small as compared to the wavelength (generally around λ/10). Unlike 

constitutive properties such as permittivity and permeability which are effects of the 

atomic structure of a material, impedance surfaces and other metasurfaces derive 

effective material properties from macroscopic periodic inclusions that are artificially 
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added to a material [16]. Impedance surfaces can be created in many ways such as 

grounded dielectric slabs (e.g. [17]), corrugated surfaces [18, 19], pin-bed structures [20, 

21], bump lattices [22], and variable dielectric height [23-25]. Currently the most 

common method to create impedance surfaces at microwave frequencies is with printed 

circuit boards. Printed circuit boards are popular because they have an established 

industry that provides quick manufacturing and low prices as compared to custom made 

materials. Printed circuit fabrication can include dielectric with planar metallic 

inclusions created by etching, and drilled, plated metal vias. Multi-layer structures can 

also be fabricated and a wide variety of substrates can be used. In this study, for 

simplicity, we limit the impedance surface design to a grounded dielectric with an 

etched top layer and plated vias. The design of printed circuit materials is limited by the 

manufacturing capabilities of the fabrication companies. These capabilities define 

minimum spacing of metal patches, and the minimum diameter of vias. Each design 

discussed in this paper can be manufactured using standard materials and processes. 

Previous work has shown that a grounded dielectric slab with a printed 

anisotropic metal pattern on the top layer can be accurately modeled as an anisotropic 

impedance surface [7]. However, analysis has also shown that there are conditions 

where a grounded dielectric substrate with an anisotropic capacitive impedance deviates 

from the standard tensor impedance boundary condition [26, 27]. This analysis is only 

for printed circuit tensor impedance surfaces with no vias. Multiple other variations of 

printed circuit structures have also been studied. Un-patterned grounded dielectric slabs 

support surface waves from DC up to high microwave frequencies. Mushroom unit cells 

were shown to both suppress surface waves over a bandgap region and also reflect 

incident plane waves in phase [28]. Tunable, varactor diode loaded structures [29, 30], 

and reactively loaded vias [31] have also been studied. Lumped additions to the unit cell 

have not been considered in this study, although these components could potentially 

increase anisotropy or improve bandwidth and are a possible topic for future research. 

This chapter presents the fundamental characteristics of impedance surfaces. 

Section 2.2 covers the mathematical background of tensor impedance surfaces. Section 

2.3 introduces periodic unit cells which are used to realize impedance surfaces. Section 
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2.4 explains the methods used to analyze the unit cells and determine their material 

properties. Section 2.5 presents a simple study of the properties of rectangular and 

diamond unit cells. 

 

2.2  Artificial Tensor Impedance Surfaces 

Isotropic impedance surfaces have a single scalar parameter, ZS, which relates 

the electric and magnetic fields as described by (1.1) and (1.2). Anisotropic impedance 

surfaces have direction-dependent impedance properties and must instead be modeled 

by a 2×2 tensor. For a surface on the X-Y plane, the tensor impedance matrix can be 

defined in general as  

 









yyyx

xyxx

ZZ

ZZ
Z . (2.1) 

In this study we assume lossless, reciprocal surfaces where all tensor values must be 

pure imaginary and Zxy = Zyx [21]. The boundary condition for the fields on the surface 

is defined as [1]: 

 JZHzZE .ˆ.  . (2.2) 

We can expand (2.2) to get a relation for the surface field components 
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. (2.3)  

Unlike scalar impedance surfaces which support pure TM waves, tensor surfaces 

support hybrid waves that contain both TM and TE field components. The TM and TE 

modes are transverse with respect to the direction of propagation. For a TM-like mode, 

both eigenvalues of the impedance tensor are inductive, the electric and magnetic fields 

can be split into their components as [7]  

   TETM EjEE   1 , (2.4)  

   TETM HjHH   1 . (2.5)  

For the TM-like mode γ is the fraction of the TE field component in the wave and is less 

than 0.5 (at γ=0.5 there would be equal TM and TE power in the mode). Substituting 

(2.4) and (2.5) into (2.3) gives [7]  
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where k0 is the wave number in the medium, αz is decay constant of the wave 

attenuating above the surface, Z0 is the impedance of free space, and θ is the direction of 

wave propagation with respect to the X-axis. Assuming the values of the impedance 

tensor are known, we can solve (2.6) for αz/k0 and γ to get [7]  
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.   (2.8)  

In each case, the negative sign corresponds to a TM-like mode and the positive sign to a 

TE-like mode. The αz/k0 ratio gives a normalized, θ-dependent, effective scalar surface 

impedance value for a tensor surface. For a TM-like mode the effective scalar surface 

impedance can be written as 

  
 

0

0
k

jZZ z 
  . (2.9)  

From (2.9), we have obtained a scalar value from the impedance tensor that represents 

the effective impedance of a wave propagating in the θ-direction. A wave on an 

isotropic TM surface with this impedance will have the same phase velocity and field 

decay above the surface as a wave on the tensor surface. A plot of the effective scalar 

impedance Z(θ) is shown in Figure 2.1. The effective scalar impedance plot forms a 

peanut shape except at the isotropic limit where it becomes circular. For a tensor with 

Zxy=0, the maximum and minimum effective scalar impedance values are oriented along 
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the x- and y- axes (as displayed in Figure 2.1). 

 

In general the magnitude and direction of the principal axes correspond to the 

eigenvalues and eigenvectors of the impedance tensor. The eigenvectors are always 

orthogonal and the peanut shape is symmetric across the two axes formed by the 

eigenvectors. Figure 2.2 shows a plot of γ as a function of propagation direction. For a 

lossless, reciprocal tensor surface, γ is purely real. Along the principal axes of the 

impedance tensor γ=0, and γ is maximized 45° away from the principle axes. Impedance 

tensors with larger amounts of anisotropy will have larger γ values. For an isotropic 

surface, γ=0 at all rotation angles. In the limit as Zxx goes to j∞Ω and Zyy goes to zero, 

γ=0.5 at all rotation angles 

 

Figure 2.1:  Effective scalar impedance vs. propagation direction. In this case the 

impedance tensor has values Zxx=j400Ω, Zxy=0, Zyy=j200Ω. 
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The effective refractive index can also be expressed with respect to propagation 

direction by relating it to the wave vector components or the surface impedance. The 

wave vector components are related as follows 

 
2

0

222 kkk zyx   . (2.10)  

For inductive surfaces, the index can be solved in two forms using equations (2.9) and 

(2.10):  
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 , (2.11)  

where β is the propagating wavenumber: β
2
=kx

2
+ky

2
. The index is greater than one for 

any inductive impedance. Figure 2.3 shows that the index is nearly elliptical for a tensor 

with principal indices of nx=1.46 and ny=1.03 (values that are realistically achievable). 

For a tensor with Zxy=0 (as shown in Figure 2.1 and Fig. Figure 2.3), the simplified 

elliptical index is defined as: 

  

2

2

2

2 sincos

1

yx nn

n






 , (2.12)  

 

Figure 2.2:  The fraction of the mode that is TE, γ, vs. propagation direction. For a 

lossless, reciprocal tensor impedance γ is real. In both lines plotted Zxy=0 which 

causes principal axes of the axes of the impedance tensor to be aligned with the X 

and Y axes, and γ=0 at θ=0° and θ=90°. 
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where nx and ny are calculated from (2.11) by replacing Z(θ) with Zxx and Zyy 

respectively. We defined this approximate elliptical index such that the index value 

matches (2.11) exactly along the principal directions of the tensor but assumes elliptical 

variation at intermediate angles. For larger surface indices, n>5, the effective surface 

index can deviate 5% or more from the elliptical shape and become peanut-like. 

However, this corresponds to an impedance Z>1,845Ω, which is quite large and hard to 

achieve with simple printed circuit structures. 

 

 

2.3  Periodic Unit Cells and Dispersion 

Impedance surfaces can be created by patterning periodic inclusions into a 

material [16]. Planar artificial materials can be called metasurfaces more generally. 

Printed circuit structures are commonly used because of the ease of fabrication of these 

materials. Previous studies have investigated the patterning of metal patches on a 

grounded dielectric substrate [7]. Isotropic impedance surfaces have been created using 

 

Figure 2.3:  Index of refraction vs. propagation direction. In this case the 

corresponding impedance tensor has values Zxx=j400Ω, Zxy=0, Zyy=j100Ω. The 

principal index values are nx=1.46 and ny=1.03 at 0° and 90° respectively. An 

ellipse with these same principal values is also plotted. 
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square or hexagonal metal patches [28]. Creating anisotropic impedance surfaces 

requires some anisotropy of the unit cell shape. Examples of unit cells for anisotropic 

impedance surfaces are shown in Figure 2.4. 

 

The anisotropic impedance can be represented as a 2×2 impedance tensor that 

has three independent terms (off-diagonal terms are equal) as shown in (2.3). Ideally a 

unit cell geometry can be constructed where each of the three independent terms in the 

tensor correspond to a specific geometrical parameter of the cell. The eigenvalues of this 

tensor give the maximum and minimum impedance values, and the eigenvectors give 

the direction of these values. To ensure that eigenvector directions match the lattice 

direction, unit cells must be chosen with two orthogonal mirror symmetry planes as 

shown in Figure 2.4. Because of a lack of symmetry, a square lattice geometry with a 

slit will not have equivalence between the slit angle and the major axis of the impedance 

tensor. When using symmetric cell types, the three independent impedance variables 

could be the cell length in each orthogonal direction and the cell rotation. Preferably the 

impedance along either of the orthogonal directions is only a function of the cell 

geometry in that direction. Properties of rectangular and diamond unit cells are analyzed 

in Section 2.4. Further analysis of unit cell geometries is performed in 0. 

 

2.4  Eigenmode Simulation Method 

Ansys HFSS is a commercial full-wave electromagnetic solver that was used for 

all simulations in this thesis. HFSS has multiple solvers which can be used for different 

 

Figure 2.4:  Unit cell examples. A square unit cell with a slit is shown on the left. 

Three different unit cells with two symmetry planes are shown on the right. 
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problems. Using the eigenmode solver, a single unit cell can be drawn and a solution is 

found for a mode propagating on an infinite lattice of this unit cell. In this section, the 

HFSS simulation setup is discussed. The properties of rectangular and diamond unit 

cells are simulated, and the results are presented in Section 2.5. 

A series of aspect ratios for rectangular and diamond cell geometries were 

simulated using Ansoft HFSS software. In each case the dielectric simulated was Rogers 

RT/duroid 5880 (εr=2.2) with a thickness of 1.575mm. A vacuum of height 15mm was 

placed above the dielectric. In other studies, the vacuum height was chosen to be taller 

so that results at lower frequencies were more accurate. A metal patch was simulated 

using a perfect electric boundary condition, and a perfect electric boundary was also 

used on the top and bottom of the structure. The perfect electric boundary on the top was 

found to give equivalent results to the perfectly matched layer (PML) boundary. The 

PML boundary was not used because of longer solution times and less stable results. He 

PEC boundary is valid at the top of the structure as long as the surface mode has 

decayed sufficiently. A radiation boundary cannot be used with the eigenmode 

simulator. A gap of 0.4mm was implemented between the patch and the edge of the unit 

cell. An infinite lattice was solved using master-slave boundaries in the built-in 

eigenmode solver in HFSS. 

Figure 2.5 shows a simulation structure for a diamond unit cell shape. By 

applying master-slave boundaries to the sets of parallel walls, an effective phase delay 

exists across the structure. Based on the distance between the walls, this phase delay 

corresponds to a wavelength. For rectangular structures, the delay is set only on one set 

of walls and the perpendicular walls have a delay of zero. For the diamond structure, 

both sets of parallel walls are assigned an equal (or opposite) delay. This defines a wave 

traveling in a tip to tip direction along the diamond. In the diamond case, the 

wavenumber is obtained based on the delay, the propagating length, and the angle of the 

diamond at the tip. The eigenmode solution gives the mode frequencies that satisfy the 

boundary conditions. We chose to solve for the first five modes of the structures. The 

results can be plotted as a dispersion curve as the delay value is swept. 
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2.5  Rectangular and Diamond Unit Cell Results 

2.5.1  Rectangular Cell 

A series of rectangular unit cell geometries were tested. In each case, the length 

of the structure in the propagating direction was 6mm. The transverse length was varied 

to determine whether the non-propagating lattice dimension affects propagation. Figure 

2.6 shows that the transverse length has a negligible effect on the dispersion 

characteristics of the structure. Each of the six cell sizes plotted has nearly identical 

values. 

 

Figure 2.5:  Example of simulation setup for diamond unit cell. 

 

Long Dimension
Short 

Dim.

Metal 

Patch

Gap between 

edge of patch 

and unit cell 

wall

Vacuum

Dielectric 

εr=2.2

Perfect electric 

boundary on top



 

 

17 

 

For TM surface waves, the impedance can be obtained from the dispersion 

relation as follows: 

 

2

0

0 1 











k

k
ZZ TM

TM
. (2.13)  

The reactance vs. frequency relation for each unit cell dimension is plotted in Figure 2.7. 

Since the dispersion relation showed negligible variation of properties based on 

transverse unit cell length, we get the expected result that the impedance characteristics 

do not vary with transverse unit cell length. This is important for patterning where 

setting the impedance independently in either direction significantly lowers the 

difficulty of making complex patterns. 

 

Figure 2.6:  Dispersion of rectangular unit cells. Frequency vs. wavenumber for unit 

cells of constant propagating length and varying transverse length. 
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2.5.2  Diamond Cell 

A series of diamond-shaped unit cells were simulated for a propagating length of 

6mm. In this case, 6mm corresponds to the tip-to-tip length of the diamond cell. Since 

the rectangular cells were defined by their side lengths, this convention implies that a 

6x6mm diamond cell has the same area as a 3√2×3√2mm square cell. Figure 2.8 shows 

the dispersion relation for each of the diamond cells along with the corresponding 

rectangular cell. For low k values the cells have similar characteristics. For high k 

values, the unit cells have diverging values. 

 

Figure 2.7:  Reactance vs. frequency for rectangular unit cells. The unit cells have 

constant propagating length and varying transverse length. 
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Figure 2.9 shows the reactance vs. frequency relation of the diamond cells. For 

the cells where the propagating dimension is longer than the transverse dimension we 

have similar impedance ranges and shapes. For cells where the propagating dimension is 

shorter than the transverse dimension, the impedance increases significantly at the 

highest frequencies. We can see in the 12×6mm cell that the dispersion relation has a 

negative slope for k from approximately 600 m
-1

 to 1050 m
-1

. Theoretical regions with 

negative slope are often difficult to access experimentally, so the structure may not be 

useful in this range. In Figure 2.9 we can see that the impedance rapidly rises at the 

onset of the negative slope. The start of this rapid impedance increase corresponds to a 

value of approximately Z=400jΩ which is the same maximum value of the square or 

long-dimension diamond lattices. Thus, both structures have roughly the same useful 

impedance range, but the rectangular structure has the added advantage that impedance 

is independent of the transverse cell length. 

 

Figure 2.8:  Frequency vs. wavenumber for diamond unit cells. The unit cells have 

constant propagating length and varying inverse length. 
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2.5.3  Variation of Lattice Length in Propagation Direction 

The propagating unit cell dimension was varied to determine the effect it has on 

the impedance of the unit cell. The results of 14 rectangular unit cell simulations are 

shown in Figure 2.10. In all of the labels, the first value is the propagating length in mm, 

and the second value is the transverse length in mm. Multiple curves are not visible in 

the plot because they are blocked by another simulation that has an equal unit cell length 

in the direction of propagation. In every case, the impedance range is from 100jΩ to 

400jΩ. The increase in unit cell length keeps a (somewhat) similar reactance vs. 

frequency shape, but with a reduced frequency range. For a single frequency, the 

increase in propagating length corresponds to an increase in reactance. 

 

Figure 2.9:  Reactance vs. frequency for diamond unit cells. The unit cells have 

constant propagating length and varying transverse length. 
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2.6  Conclusion 

This chapter has presented the fundamental characteristics of anisotropic 

impedance surfaces. This has included the mathematical formulation of impedance 

surfaces, their physical realization using periodic structures, and the simulation method 

for analyzing unit cells. 

Chapter 2 is based on and mostly a reprint of the following papers: R. Quarfoth, 

D. Sievenpiper, “Artificial Tensor Impedance Surface Waveguides”, IEEE Transactions 

on Antennas and Propagation, vol. 61, no. 7, pp. 3597-3606 2013; R. Quarfoth, D. 

Sievenpiper, “Simulation of Anisotropic Artificial Impedance Surface with Rectangular 

and Diamond Lattices”, IEEE Antennas and Propagation Symposium Digest, Spokane, 

WA, USA, pp. 1498-1501, July, 2011. 

 

  

 

Figure 2.10:  Reactance vs. frequency for multiple rectangular unit cell sizes. All 

dimensions are in mm. The first value is the length of the propagating dimension, 

and the second value is the length of the transverse dimension. 
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Chapter 3  Broadband Unit Cell for 

Highly-Anisotropic Impedance Surfaces 

3.1  Overview 

Impedance surfaces are built from periodic unit cells as described in Section 2.3. 

Isotropic impedance surfaces generally use square or hexagonal unit cells with patches 

that have this same shape. In order to create an anisotropic impedance surface, the unit 

cell must have some anisotropy. Unlike isotropic which only support pure TM and TE 

modes, anisotropic surface support hybrid modes. It is found that when multiple modes 

are supported at the same frequency these hybrid modes interfere with each other, and 

the unit cell can no longer be used. In this chapter, multiple unit cell geometries are 

analyzed to find which design has the best performance. The performance is quantified 

using a figure of merit that accounts for both frequency bandwidth and the magnitude of 

anisotropy.   

 

3.2  Anisotropic Unit Cell Theory 

3.2.1  Tensor Impedance Surfaces 

The tensor impedance boundary condition specifies the field relation for a 

lossless reciprocal impedance surface in the XY plane as described by (2.3). the 

impedance tensor is a 2×2 matrix, and for a TM-like mode, all four values are purely 

imaginary, the diagonal terms are inductive, and the off-diagonal terms are equal [7, 32]. 

Tensor impedance surfaces support hybrid modes that are mixtures of TM and TE 

components. The fundamental mode on inductive surfaces is called “TM-Like” because 

the TM component accounts for a majority of the wave power (an equivalent TE-like 
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mode also exists) [7]. The proportion of TM and TE components in a TM-Like mode is 

dependent on the direction of propagation of the wave. In the principal directions of the 

impedance tensor the TM-Like mode is purely TM and has no TE component. If the XY 

coordinate system is aligned with these principal axes, the tensor will have no off-

diagonal terms in this coordinate system, and the impedance can be written without loss 

of generality as follows: 

 
 

 












yy

xx

Z

Z
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Z , (3.1)  

where the impedance is explicitly defined to be frequency dependent. In this coordinate 

system, a wave traveling in the x- or y-direction will have an effective impedance of Zxx 

or Zyy respectively. Zxy is 0 since we have aligned the XY coordinate system with the 

principal axis of the impedance tensor. At intermediate angles the impedance for TM-

like modes is defined by (3.2) and will be some value between Zxx and Zyy [7]:  
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0
k

jZZ z 
  , (3.2)  

where αz is the exponential field decay of the mode above the surface as defined by 

(2.7). A wave traveling on this anisotropic surface in the direction defined by θ will 

have the same phase velocity and field decay as a wave on the scalar surface with an 

impedance specified by (3.2). Real unit cells, along with being dispersive, deviate from 

the theoretical impedance profile. In [26, 27], this discrepancy was characterized for 

structures with no via. In this study we verify that bounded surface waves are supported 

for any propagation direction, but accept that there will be some deviation from the ideal 

theory. 

 

3.2.2  Ideal Unit Cell Dispersion 

Figure 3.1 shows an example of surface impedance dispersion where the x-

direction has high impedance and the y-direction has low impedance: Zxx(ω) > Zyy(ω). 

Three intermediate angles are also plotted which represent surface waves traveling 

between the x- and y-directions. At any given frequency, the effective surface 

impedance varies gradually from Zxx to Zyy. Real impedance surfaces generally have 
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minimal anisotropy at low frequencies where impedance is also very small. As 

frequency increases, the magnitude of the impedance and the level of anisotropy both 

increase. 

 

The wavenumber for a TM-like mode can be solved from the surface impedance 

as follows [28]:  
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, (3.3)  

where Z0 is the impedance of free space. An example of an expected dispersion plot for 

a tensor impedance surface is shown in Figure 3.2. Under certain conditions, real unit 

cells do not have the correct directionally dependent dispersion and cannot be used as 

impedance surfaces. 

 

Figure 3.1:  Impedance dispersion for an ideal tensor impedance surface. Each curve 

represents the expected impedance dispersion relation for propagation of a surface 

wave mode in a different direction. The high and low impedance modes propagate in 

orthogonal directions. At intermediate directions the impedance will gradually shift 

from the low to the high impedance value. 
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3.2.3 Higher Order Surface Modes 

Printed circuit impedance surfaces support multiple bound surface modes. For 

isotropic impedance surfaces these modes are purely TM or TE, and a typical dispersion 

diagram for the lowest two modes of an impedance surface using a grounded dielectric 

substrate is shown in Figure 3.3. Figure 3.4 shows the field components of TM and TE 

modes traveling in the x- and y-directions. The field polarizations can be rotated by 90 

degrees from the x-direction to obtain the y-direction components. However, Figure 3.4 

has instead been drawn to show the similarities between the x-direction TM mode and 

the y-direction TE mode (and similarly the y- direction TM and x-direction TE modes). 

The in-plane electric and magnetic field polarizations are identical, and the difference is 

only in the out of plane component. Above the TE cutoff frequency both TM and TE 

modes are supported. In this region, for anisotropic structures, the ideal spatial 

dispersion (shown for the TM mode in Figure 3.2) does not occur. The ideal theory 

stipulates that the mode is purely TM on the principal axis, becomes TM-like as the 

direction of propagation is rotated away from the principal axis, and becomes purely 

 

Figure 3.2:  Dispersion diagram for an ideal tensor impedance surface. The relative 

locations of the curves correspond to the positions shown in Figure 3.1. The light 

line represents the dispersion relation of a plane wave in a vacuum. The low 

impedance mode is closest to the light line and the high impedance mode is the 

furthest from the light line. As the propagation direction is rotated from the low 

impedance direction to the high impedance direction the dispersion relation will 

gradually shift. 
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TM again at the orthogonal principal axis. In actuality, pure TM modes are supported 

along each principal axis, but the rotation between these pure TM modes does not occur. 

Instead, as the direction of propagation is gradually rotated from one principal axis to 

the orthogonal axis, the original TM mode gradually shifts to become a TE mode. The 

result of this phenomenon is that anisotropic unit cells cannot be used at frequencies 

where both TE and TM modes are supported because the surface does not support the 

desired TM-like mode in every direction. This will be shown explicitly in Section 3.3. 

 

 

Figure 3.3:  Typical dispersion diagram. The impedance surface is designed using a 

grounded dielectric substrate. The light line is the dispersion relation of a plane wave 

in a vacuum. The TM mode is the lowest order mode and remains below the light 

line. The TE mode starts above the light line as a leaky mode (marked as a dashed 

section) and becomes a bound surface wave above some cutoff frequency (marked as 

a solid line). 
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3.3  Unit Cell Designs 

The goal of the unit cell design is to create a structure that has a large frequency 

bandwidth of highly anisotropic surface impedance. One stipulation for the design is 

that the unit cell must support bound surface waves in any direction along the surface. 

Corrugated surfaces and some printed circuit designs are highly anisotropic, but only 

support surface waves along a specific direction. 

Three unit cell designs were studied. Each design used a grounded 1.575mm 

thick Rogers 5880 substrate (εr = 2.2), and the unit cell is square with lattice dimension a 

= 4mm. Diagrams of the three unit cells are shown in Figure 3.5. Figure 3.5a shows a 

patch design with no via. This design type, which includes a patch on a grounded 

dielectric substrate, has been published in multiple previous studies. These previous 

designs are illustrated in Figure 3.6, where Figure 3.6a shows a sliced patch structure 

[7], Figure 3.6b shows a sliced circular patch design [8], and Figure 3.6c shows a 

rectangular unit cell [33]. All three designs illustrated in Figure 3.6 have similar 

impedance ranges and anisotropy levels as the anisotropic patch unit cell in Figure 3.5a. 

 

Figure 3.4:  Vector field components for TM and TE modes. The surface waves are 

traveling in the x- and y-directions. 
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Figure 3.5b shows an anisotropic mushroom unit cell design. A traditional 

mushroom unit cell contains a square patch over a square unit cell [28], and an 

anisotropic mushroom cell has a rectangular patch. Figure 3.5c shows an anisotropic 

ring-mushroom unit cell. Figure 3.7 shows a perspective view of this ring-mushroom 

unit cell. The ring-mushroom structure has the same outer patch perimeter, but the 

interior region is sliced so that the via only connects to a smaller patch on the top plane. 

The total structure is a planar ring that surrounds a smaller mushroom. The result of the 

 

Figure 3.5:  Anisotropic unit cells. (a) shows an anisotropic patch structure, (b) 

shows an anisotropic mushroom structure, and (c) shows an anisotropic ring- 

mushroom structure. In each case a top view is shown of the unit cell where the outer 

area is dielectric and the inner region is a metal patch on top of the dielectric. In (b) 

and (c) the circular region represents a metal via. The via has a diameter of 0.3mm. 

In each unit cell, the outer patch dimension is 2×3.75mm. In (c) the inner patch has 

dimension 1.4×2.4mm and the gap between the inner and outer patch is 0.15mm on 

all sides. 

 

 

Figure 3.6:  Previously published anisotropic unit cells. (a) shows a sliced patch 

structure, (b) shows a sliced circular patch structure, and (c) shows a rectangular 

patch and unit cell. 
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decreased inner patch size is a decrease in the inductance of the unit cell as compared to 

the traditional mushroom structure. The inner patch size can be tuned so that at one 

extreme, the structure is identical to a mushroom, and at the other extreme, the structure 

is similar to a patch (with some deviation due to the via). The ring-mushroom structure 

has additional capacitance within the unit cell in series with the capacitance between 

unit cells. The additional series capacitance lowers the overall sheet capacitance of the 

structure. However, simulations of via-less structures show that the dominant effect on 

the dispersion relation is solely due to capacitance between unit cells which is identical 

for patch, mushroom, and ring-mushroom structures. 

 

Each unit cell was simulated using the eigenmode solver in Ansys HFSS version 

15.0 (a full-wave, commercial software package). The unit cells were oriented so that 

waves traveling at 0° are in the high impedance direction waves traveling at 90° are in 

the low impedance direction (the x-axis is defined as 0°). Two intermediate angles were 

also simulated, and these were for phase velocity at 30° and 60° from the x-axis. The 

dispersion results of the patch unit cell are shown in Figure 3.8a. The TE cutoff for this 

geometry is at 14 GHz and below the cutoff only TM modes are supported by the 

structure. In this region below TE cutoff, the TM modes for all directions are nearly 

identical. However, despite being nearly isotropic, the impedance range shifts gradually 

from high to low as the wave propagation direction is rotated from 0° to 90°, as can be 

 

Figure 3.7:  Perspective drawing of anisotropic ring-mushroom unit cell. Figure 3.5c 

is a top view of this structure. A ground plane is at the bottom of the unit cell and the 

dielectric is shown by the rectangular prism outline. A cylindrical via extends from 

the ground plane to the top of the dielectric. The patches are on the top surface of the 

dielectric. 
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seen in Figure 3.9a. Above the TE cutoff, the TM mode dispersion does not have the 

ideal form that is plotted in Figure 3.2. The TM dispersion curves for 0° and 90° are 

separated as desired, but the dispersion for 30° and 60° do not lie between the principal 

modes. Instead, the TM mode at 0° gradually shifts to become the TE mode at 90°. 

Similarly the TM mode at 90° gradually shifts into the TE mode at 0°. As discussed in 

Section 3.2, the TM and TE modes that travel in perpendicular directions have very 

similar field components. The simulations show that in the region above TE cutoff 

where both TM and TE modes are supported by the structure, the TM mode dispersion 

does not follow the ideal case and cannot be modeled as a tensor impedance surface. 

Therefore, the usable frequency range for this patch structure has very low and nearly 

isotropic surface impedance as shown in Figure 3.9a. 
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Figure 3.8:  Dispersion diagrams. The plots show results for (a) patch, (b) 

mushroom, and (c) ring-mushroom unit cells. Four propagation directions are shown 

where 90° and 0° are the principal axes of the impedance tensor. The dispersion of 

light in a vacuum is shown as a black dashed line. 
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The patch unit cell is not usable as a tensor impedance surface above the TE 

cutoff. A mushroom unit cell avoids this issue by pushing the entire TM mode below the 

TE cutoff. Figure 3.8b shows the dispersion relation for an anisotropic mushroom 

structure. The TM mode now has a maximum frequency below the TE cutoff and there 

is a bandgap region between the TM and TE modes. Simulations of mushroom 

structures predict backward waves where phase and group velocity have opposite signs. 

However, to our knowledge, backward, bound, microwave-frequency, surface waves 

have never been measured. Experimental implementations have used volumetric 3D 

metamaterials [34, 35], transmission line modes [36-38], or leaky modes [39-41]. Along 

with being difficult to measure, backward waves also occur at frequencies where two 

 

 

Figure 3.9:  TM effective surface impedance. The plots show results for (a) patch, 

(b) mushroom, and (c) ring-mushroom unit cells. The cutoff frequency for the TE 

mode is shown in (a) and (c). In (b) the cutoff frequency lies at 14GHz. The 

impedance tensor has principal axes at 0° and 90°. 
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different TM modes are supported, and this could cause interference between the modes. 

Therefore, backward wave regions are not considered usable for the unit cell, and as 

seen in Figure 3.9b, the usable impedance range has a maximum value of Zxx = j500Ω 

and Zyy = j170Ω. Above this range only backward waves are supported on the surface. 

The mushroom cell successfully suppressed the TM mode below the TE cutoff 

frequency, but it was suppressed so far that the backward wave region is dominant and 

the unit cell is not highly anisotropic over a broad bandwidth. The ring-mushroom 

structure suppresses the TM mode only enough to move it below the TE cutoff, but not 

so much that the mode becomes a backward wave. Figure 3.8c and Figure 3.9c show the 

dispersion and impedance relations of the ring-mushroom structure. The ring is tuned so 

that the TM mode peaks at the TE cutoff. For a fixed outer ring dimension, the tuning 

involved modifying the size of the inner patch. The ring-mushroom unit cell has a 

maximum anisotropy of Zxx = j1000Ω and Zyy = j280Ω. This is a significantly more 

anisotropic impedance than is obtainable with patch or mushroom structures. 

In this paper the characteristics of the unit cell are determined by simulation as 

described above, and by experiment in Section 3.6. Multiple types of analytical models 

have also been created to study surface wave dispersion on similar structures. A 

transverse resonance method was used on an anisotropic patch geometry [26, 27], 

homogenization models were used with wire-medium slabs and mushroom structures 

[42], and a pole-zero matching method has been applied to patches on a grounded 

dielectric slab [43]. A potential topic for future study is to apply one of these methods, 

or another method, to create an analytical model for the ring-mushroom structure. 

 

3.4  Performance Figure of Merit 

The performance of the unit cells are compared using a figure of merit (FOM) 

that quantifies the anisotropy of the unit cell. The FOM is based on the effective surface 

index (henceforth referred to simply as “index”). The index for TM-like modes on a 

tensor impedance surface is direction dependent and can be related to the effective 

surface impedance, (3.2), as follows:  
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As with volume media, the index defines the phase velocity of the wave where 

vp=c/n. The index for the ring-mushroom structure is shown in Figure 3.10, and it 

approaches one as surface impedance approaches zero. A FOM for anisotropy could use 

either the ratio of impedances or indexes for the modes propagating along the principal 

axes. However, the index ratio gives a more relevant measurement of anisotropy than 

the impedance ratio because at low surface impedances, high impedance ratios do not 

necessarily imply a highly anisotropic impedance surface. For example, a tensor surface 

with Zxx = j20Ω and Zyy = j10Ω has an impedance ratio of 2, but the corresponding index 

ratio is 1.001. 

 

The FOM for highly anisotropic unit cells is designed to reward cells that have large 

index ratios over a large relative bandwidth. The FOM is defined below:  
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where the range of the integral is the frequency range of the unit cell, f is frequency, 

nhigh is the index of the high-impedance principal axis, and nlow is the index of the low-

impedance principal axis. The ratio of the indexes is one for an isotropic material, and 

 

Figure 3.10:  Effective surface index for ring-mushroom unit cells. 
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this is subtracted off in the FOM so that the value only increases in anisotropic regions. 

The index ratio and the relevant integrated area are shown in Figure 3.11. The integral is 

scaled by inverse frequency so that the FOM is equal for equivalent relative frequency 

bandwidths (for example the FOM would be the same between 1-2GHz and 10-20GHz 

for appropriately frequency-scaled indexes). 

 

The FOM integral is over the entire frequency range of the mode which starts at 

DC and goes up to the maximum of the TM mode. The TM maximum is defined as 

whichever is lowest between the TE cutoff, the onset of the backward wave region, or 

the mode cutoff at a = λ/2. The integration method for determining the FOM is 

advantageous because it does not rely on any arbitrary performance cutoff. If a more 

traditional frequency bandwidth were used, some index ratio cutoff would need to be 

created which defined the threshold for a “highly anisotropic” material. For instance, an 

alternative bandwidth criterion could be the range of frequencies where the index ratio is 

greater than 1.1 (or any other arbitrary cutoff). This criterion was analyzed and gave 

qualitatively similar results to the FOM defined in (3.5). However, (3.5) is preferred 

 

Figure 3.11:  Index ratio and integration area of ring-mushroom unit cell. The index 

ratio, shown as a dashed line, is the ratio of the 0 and 90 degree curves shown in 

Figure 3.10 after subtraction by one. The integration area is the region which 

contributes to the FoM. In the FoM integral, each point is also divided by the 

frequency. 
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because it relies only on the fundamental characteristics of the unit cell and not a 

subjectively applied cutoff. 

The patch, mushroom, and ring-mushroom unit cells analyzed in Section 3.3 

have FOM values of 0.015, 0.062, and 0.112 respectively. This shows that the ring-

mushroom structure significantly outperforms the patch and mushroom structures for 

this substrate. In the following section, the substrate is changed and the effect on the 

FOM is analyzed. 

 

3.5  Variation of Substrate Height and Permittivity 

Figure 3.8 and Figure 3.9 demonstrate the effects of altering the patch geometry 

and via presence on dispersion characteristics. The substrate permittivity and height also 

affect the properties of the unit cell. In Section 3.3 the substrate was Rogers 5880 (εr = 

2.2) with a height of 1.575mm. In this section the substrate permittivity and height are 

varied independently. 

In Figure 3.12, the unit cell has a height of 1.575mm, and εr is swept from 2.2 to 

10.2, which is the range for commonly available, low-loss dielectrics. The other 

dimensions of the unit cell are held constant, along with the loss tangent. For the patch, 

the FOM increases with εr. The increased εr makes the substrate electrically thicker and 

pushes the TM mode to lower frequencies which have higher impedance. For the same 

wavenumber, lowering the frequency of a TM mode increases the surface impedance. 

This relation can be seen by rearranging (3.3):  
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Note that ZTM is a positive imaginary number. Because of the significantly improved 

performance, practical designs consisting of patch unit cells generally use large 

dielectrics such as εr=10.2. 



 

 

37 

 

The mushroom structure has a slight decline in FOM with εr. As with the patch, 

the increased εr causes the TM mode to lower in frequency. However, the mushroom, 

unlike the patch, has a backward wave region. For increasing εr, the onset of this 

backward wave region lowers in frequency further than the overall decrease of the 

mode. The result is the gradual decrease in FOM since backward wave regions are not 

included. The ring-mushroom structure increases in FOM initially but then falls and 

plateaus. In this case, the dimensions of the ring-mushroom structure are specifically 

tuned for εr=2.2. As the permittivity increases, the TE mode cutoff lowers and around εr 

= 4 starts to interfere with the TM mode, just as in the patch structure. Since integration 

region of the FOM stops at the onset of the TE mode, the result is the decrease in FOM 

for large εr. If the structure were tuned specifically for each εr value, the FOM would 

rise with permittivity. 

In Figure 3.13a, the permittivity was fixed at εr=2.2 and the substrate height was 

swept from 0.5mm to 3.25mm. The FOM increases with substrate height for each unit 

cell design. For the patch, the increase in FOM is because the increased height, as with 

increased permittivity, lowers the frequency of the TM mode and thus raises the 

impedance as described by (3.6). The mushroom structure also shows FOM 

improvement with increased substrate height. For the mushroom structure, increased 

 

Figure 3.12:  Unit cell performance vs. permittivity. The substrate permittivity is 

swept from εr=2.2 to εr=10. 
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substrate height, unlike increased substrate permittivity, lowers the overall TM mode 

frequency more significantly than it lowers the onset frequency of backward waves. The 

ring-mushroom structure has increased FOM, and in this case, the TM mode is lowered 

more quickly than the TE mode so there is no plateau as seen in Figure 3.12. The ring-

mushroom structure performs the best at all heights except for very thin substrates 

where the mushroom structure performs better. 

 

In Figure 3.13b the substrate permittivity is set to εr=10.2, and the substrate 

height is again swept from 0.5mm to 3.25mm. The patch unit cell now has a slightly 

higher bandwidth than the mushroom structure, which is consistent with the εr=10.2 

(a)  

(b)  

Figure 3.13:  Unit cell performance vs. substrate height. The substrate height is 

swept from 0.5mm to 3.25mm for (a) εr=2.2 and (b) εr=10.2. 
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region of Figure 3.12. All three unit cells again show bandwidth improvement as the 

substrate height increases. The ring-mushroom structure again has a bend in the curve 

which corresponds to the frequency at which the TM mode is suppressed completely 

below the TE mode. The FOM for the ring-mushroom unit cell is still significantly 

higher than either the patch or mushroom unit cells except for very thin substrates. 

 

3.6  Experiment 

Three surfaces were fabricated using printed circuit fabrication technology. The 

surfaces were each 10×16 inches with the high impedance direction along the 10 inch 

dimension. Photographs of zoomed-in sections of each surface are shown in Figure 3.14. 

The unit cells were designed identically to those simulated in Section 3.3: εr = 2.2, a = 

4mm, outer patch dimensions of 2×3.75mm, inner patch dimensions of 1.4×2.4mm and 

gaps between the inner and outer patch of 0.15mm on all sides. The only difference 

between the experimentally fabricated surfaces and the simulated versions is a 

fabricated via diameter of 0.38mm instead of the desired 0.3mm simulated dimension 

(due to a larger-than-anticipated drill used in fabrication). Each surface was measured 

using a near field scanner. A surface wave was excited using a small triangular antenna, 

and a vertically polarized probe was scanned 2mm above the surface along a line. An 

Agilent E5071C vector network analyzer recorded the phase of the surface wave at 

200μm increments. Magnetic radar absorbing material was placed at the edge of the 

surfaces to limit reflections. The phase velocity of the surface wave was obtained from 

the phase measurements, and this phase velocity was used to determine the dispersion 

relation. Each surface was measured along both principal axes and also at an angle 

bisecting the principal axes at 45°. 
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For the principal axes, the measured dispersion is compared directly to the 

simulated versions comparable to those shown in Figure 3.8 (the High-Z and Low-Z 

principal axes are 0° and 90° respectively). The simulated response is slightly different 

than Figure 3.8 due to the increased via diameter. For non-principal axis measurements, 

simulation and experiment cannot be compared directly. In simulation, the unit cells are 

measured using the eigenmode simulator in which the phase across the unit cell is 

defined. In this way, the curves labeled as 30° and 60° in Figure 3.8 are defined with 

(a)  

(b)  

(c)  

Figure 3.14:  Photographs of each unit cell. The photographs show (a) patch unit 

cell, (b) mushroom unit cell, and (c) ring-mushroom unit cell. 
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respect to the direction of the phase velocity. For the measured response, a straight line 

in the physical space (not the phase space) was measured oriented 45° from the x-axis. 

This 45° angle represents the angle of power flow over the unit cell and not the angle of 

the phase velocity. For anisotropic materials, the direction of power flow is not the same 

as the direction of phase velocity, and this has been studied specifically for surface 

waves on structures with no via [44]. In order to relate phase velocity and power flow 

(and compare the simulated and measured results) we have assumed elliptical phase 

fronts on the surface. Real surfaces do not have perfectly elliptical phase fronts, but the 

assumption is good enough to give closely matching measured results. At a given 

frequency, the index in each principal direction is known, and each other direction is 

obtained by the assumption of elliptical phase fronts. For a point on the ellipse, the 

phase velocity is tangential to the ellipse, and the power flow is in the direction from the 

center of the ellipse to the point. The phase velocity was swept in simulation to find the 

modes where the angle of power flow was 45° as desired. 

Measured and simulated dispersion curves are plotted in Figure 3.15. In Figure 

3.15a, the dispersion of the patch structure is shown. As predicted by the simulated 

results in Figure 3.8a, surface waves along the principal axes are supported up to at least 

20 GHz (the upper frequency limit of the VNA). The high-Z measurement had a region 

between 16.1 and 17.3 GHz where the measurement was extremely noisy and was 

removed from the plot. Simulation predicts that the mode is supported here, but it is also 

the frequency around which the TE mode crosses the TM mode. In the measurement, 

this region is most likely noisy due to coupling between the TM and TE modes. At 45 

degrees, the measurement no longer shows a surface wave above 15 GHz. For the patch 

structure, simulation shows that the TE mode cutoff is at 13.8 GHz and the TE and TM 

modes cross at 15 GHz. For the measurement, the TM mode is never supported above 

15 GHz, and this is matched by the simulation which shows a breakdown of the TE 

mode around this frequency. 
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(a)  

(b)  

(b)  

Figure 3.15:  Measured and simulated dispersion curves. Results are for (a) patch 

unit cell, (b) mushroom unit cell, and (c) ring-mushroom unit cell. Measured curves 

are solid lines, and simulated are dots. The simulated dispersion curves uses a via 

diameter of 0.38mm to match the fabricated surfaces. The 0.3mm via diameter 

simulations shown in Figure 3.8 have very similar dispersion, although not identical. 
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Figure 3.15b shows the dispersion for the mushroom structure. Measurement and 

simulation show good agreement. The measurement curve tops out when the mode is 

too closely bounded to the surface to be picked up by the probe. In Figure 3.15c, the 

ring-mushroom structure also shows good agreement between measurement and 

simulation. The measurement again tops out in the region where significant wave power 

is located below the probe. Overall the measurement shows close agreement to 

simulated structures. The measured response demonstrates the fact that the ring-

mushroom structure can obtain highly anisotropic surfaces beyond what is possible with 

equivalent patch or mushroom unit cells. 

 

3.7  Conclusion 

A unit cell with highly-anisotropic tensor surface impedance was presented. For 

structures using a grounded dielectric, the TM mode is fundamental and it is shown that 

highly-anisotropic unit cells can only operate below the cutoff frequency of the TE 

mode. Patch unit cells without vias do not operate fully below the TE mode. Mushroom 

unit cells operate below TE mode but have narrow bandwidth and a large backward-

wave region which is difficult to excite experimentally. A ring-mushroom unit cell 

operates below the TE cutoff but does not have backward waves. This allows ring-

mushroom unit cells to achieve highly-anisotropic tensor impedance. A figure of merit 

was created that demonstrates the improved bandwidth and anisotropy of the ring-

mushroom unit cell. The unit cells were each fabricated experimentally and showed 

good agreement to simulation. In future work, the unit cell will be applied to practical 

structures which require large anisotropy. 

Chapter 3 is based on and mostly a reprint of the following paper: R. Quarfoth, 

D. Sievenpiper, “Broadband Unit Cell Design for Highly-Anisotropic Impedance 

Surfaces”, IEEE Transactions on Antennas and Propagation, vol. 62, no. 8, pp. 1-10. 
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Chapter 4  Tensor Impedance Surface 

Waveguides 

4.1  Overview 

Waveguides have many applications in antenna and microwave design along 

with integrated circuits and other areas. Ideally these structures transmit electromagnetic 

waves over large distances with minimal loss. This study investigates the waveguide 

capabilities of a tensor impedance surface waveguide. 

We have applied the tensor impedance surface theory to the problem of 

designing a planar waveguide using regions of different surface impedances as shown in 

Figure 4.1. We used a simple ray optics method to determine the approximate dispersion 

relation in the surface waveguide. Ray optics methods have been developed for uniaxial 

crystals [45, 46], and also biaxial crystal media [47, 48]. Similar to dielectric slab 

waveguides, a surface waveguide is formed if an interior surface has a larger effective 

index than its surrounding surfaces. Dielectric slab waveguides have been studied by 

multiple groups. Isotropic dielectric slabs are studied in many textbooks (e.g. [49]). 

Anisotropic slab waveguides have been studied using mode analysis [50] and also using 

ray optics [51]. By applying the ray optics model to a surface structure, we can predict 

the dispersion relation for a structure with arbitrary dimensions and impedances in either 

the guiding or exterior regions. We verify the theory by simulating the structure using 

HFSS. Results show agreement over a wide range of impedance values.  
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4.2  Ideal Artificial Tensor Impedance Surface Waveguides 

In this section, waveguides constructed using ideal tensor impedance boundary 

conditions are theoretically modeled and simulated. 

 

4.2.1  Surface Waveguide Theory 

The surface waveguide consists of an interior high impedance strip surrounded 

by two low impedance areas as shown in Figure 4.2. Both the high and low impedance 

regions are planar with vacuum above the plane. The waveguide is aligned along the X-

axis. Previous work has shown that the ray optics method can predict wave propagation 

in slab-shaped volumetric regions where an interior slab has a higher index of refraction 

than the adjacent regions [49]. A similar method is used here to predict wave 

propagation on a planar structure. 

 

Figure 4.1:  Impedance surface waveguide design. Surface waves are contained 

within an interior region of impedance Z1. The region above the surfaces is a 

vacuum. 
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In the ray optics method, the wave is assumed to be a single ray at an angle θ 

from the X-axis as shown in Figure 4.2. The wave is losslessly guided when it exhibits 

total internal reflection at the boundary between the high impedance region (values 

associated with this region have subscript 1) and low impedance region (values 

associated with this region have subscript 2). Using the convention that k1=n1k0, where 

k0 is the free space wave number, k1 is the wavenumber along the surface in region 1, 

and n1 is the effective index for surface waves in region 1, we can write kx and ky as 

  cos1kk x  , (4.1)  

  sin1kk y  . (4.2)  

From equation (2.11) αz can be solved as 

 2

10 1 nkz  . (4.3)  

Along with the ray optics constraints, a traveling wave in the guide must satisfy 

the self-consistency condition. The condition requires that a twice reflected wave must 

be in phase with a wave that travels without reflection. The condition is shown 

geometrically in Figure 4.2 where the phase delay from point A to point B must be equal 

(± multiples of 2π) to the phase delay from point A to point C. For the twice reflected 

 

Figure 4.2:  Ray optics model for surface impedance waveguide. Waves are guided 

losslessly if total internal reflection occurs at the boundary between the media. The 

Z-direction (out of the page) is a vacuum. To satisfy the self-consistency condition, a 

twice reflected wave must be in phase with a wave that does not reflect. At each 

reflection between media, the wave exhibits a phase shift. 
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path, point A to point C, there are also two phase shifts, one at each reflection. The self-

consistency condition gives the following result:  

 
d

m
k y

 
 , (4.4)  

where φ is the phase shift at reflection, d is the width of the guiding region, and m is an 

integer greater or equal to zero which represents the mode number. Depending on the 

geometry, multiple modes can be supported because the phase delays can be different by 

integer factors of 2π. 

To solve for the reflection phase shift, the well-known Fresnel equations can be 

modified for surface waves. In the plane of the tensor surface, waves have propagating 

and transverse components of both the electric and magnetic fields. Each of these field 

components must be continuous across the interface between the high and low 

impedance region. Using the structure as shown in Figure 4.3, the reflection coefficient 

can be solved as 

 
       
        tiiiii

tiiiii

ZnZn

ZnZn





coscos

coscos

1221

1221




 , (4.5)  

where Z1, Z2, n1, and n2 are dependent on θ as described by equations (2.7), (2.9), and 

(2.11). To solve for (4.5), we approximate each hybrid mode as a pure TM mode on a 

surface with the effective impedance given by (2.9). This method is much simpler than 

solving with the full tensor condition and has shown good agreement with simulation. In 

the isotropic case when γ=0 on both sides of the boundary, Z1, Z2, n1, and n2 are all 

constant with respect to the direction of propagation in θi. 
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The phase change on reflection, φ, from (4.4) can now be expressed as 

   angle . (4.6)  

The phase change, φ, also accounts for the Goos-Hänchen shift which occurs for waves 

reflected at the interface. If the impedance tensor is known, we now have enough 

information to solve numerically for a dispersion relation. Equations (4.1), (4.3), and 

(4.4) can be inserted into (2.10) to get a dispersion relation as 

 
 

0sin 2

2

22

1

2








 
 



c

n

d

m i
. (4.7)  

where c is the speed of light in a vacuum. We can solve (4.7) numerically to get the 

dispersion relation between the frequency and wavenumber of the surface wave k1.  

 

4.2.2  Tensor Impedance Simulation 

In order to validate the waveguide theory through simulations, we designed a 

simulation structure that approximates a lossless, reciprocal tensor impedance boundary. 

HFSS version 14 has a built in anisotropic impedance boundary called "Screening 

Impedance". This boundary supports surface waves in the driven mode but it does not 

support for surface waves in the eigenmode simulator. We developed an alternative 

impedance boundary structure in order to simulate in the eigenmode simulator. This 

alternative structure also demonstrates a method for deconstructing a tensor impedance 

 

Figure 4.3:  Geometry for Fresnel reflection. Each medium can have an angle 

dependent characteristic impedance. The incidence angle θi is the complement angle 

to θ of the ray optics method. 
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surface into multiple scalar elements. A unit cell of our proposed model for a tensor 

impedance surface is shown in Figure 4.4. More recent versions of HFSS (starting with 

version 15) have implemented the tensor impedance boundary for the eigenmode solver. 

Therefore, these newer versions do not require a new unit cell to model tensor 

impedance surfaces. However, the following analysis shows that a tensor impedance 

surface can still be modeled using scalar boundary conditions. 

 

The unit cell consists of four ideal scalar boundaries: perfect electric conductor 

(PEC), perfect magnetic conductor (PMC), and two isotropic impedance boundaries 

which are labeled Zxx and Zyy in Figure 4.4. An arbitrarily large surface can be 

constructed by repeating the unit cell in two dimensions. The size of the cell must be 

small compared to the wavelength being tested. In the actual implementation, the PEC 

had to be replaced with a finite conductivity boundary because the HFSS eigenmode 

simulator does not allow a periodic boundary to be in contact with both an impedance 

and PEC boundary. The difference between the PEC and finite conductivity boundaries 

was a negligible decrease in conductivity from 1e30 S/m to 1e29 S/m. 

For small cell sizes the checkerboard can be modeled in the long wave limit, and 

the effective surface impedance can be obtained by averaging over the cells for a 

specific wave direction. For a wave propagating in the x-direction, the PEC and Zxx 

boundaries are in series and average to a surface of Zxx/2 since the surface impedance of 

PEC is zero. The Zyy and PMC boundaries are also in series and average to infinity since 

 

Figure 4.4:  Checkerboard structure. The structure can be simulated to approximate 

a tensor impedance surface boundary. The structure has two isotropic impedance 

surface boundaries labeled Zxx and Zyy. 
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the surface impedance of PMC is infinity. Averaging Zxx/2 and infinity in parallel using 

the harmonic mean gives an X-direction impedance of Zxx. For a wave propagating in 

the y-direction, the same analysis gives an impedance of Zyy. Near field effects occur 

immediately above the checkerboard surface and result in a complicated field profile. 

Above the boundary at a length on the order of the unit cell size or greater, the ratio of 

the electric and magnetic fields equals the effective impedance that is solved from the 

previous description. This is a reason why the unit cell must be small with respect to the 

wavelength. There are two different impedances in the principal directions that can be 

obtained using the averaging method. Simulations are performed to verify that these 

principal-direction impedances are modeled correctly using the long-wave limit and to 

verify that hybrid modes are supported at intermediate angles. 

A surface that correctly models a dispersion-free tensor impedance surface 

boundary must satisfy two conditions. First, the impedance on the surface must be 

constant with respect to frequency. Preferably for this surface, the impedances of the X- 

and Y-directed waves are equal to the input values of Zxx and Zyy. Second, the surface 

must have the correct impedance vs. propagation direction relation as defined by (2.9). 

To verify the two conditions, the checkerboard structure was simulated in HFSS using 

the structure as shown in Figure 4.5. The eigenmode simulator is used to solve for the 

dispersion of an infinite checkerboard lattice. Simulating over a single unit cell or 

multiple cells (Figure 4.5 shows an 8x8 lattice) has no effect on results. This is expected 

because regardless of the number of unit cells tested, the simulator models an equivalent 

infinite structure. 
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Propagation along the principle directions of two lattices was simulated and the 

resulting wave impedances are shown in Figure 4.6. The simulated impedance is 

obtained from the ratio of the longitudinal electric field and the transverse magnetic 

field. For both lattices the wave impedance matches the input values over a wide 

frequency range. At higher frequencies the simulated surface impedance varies by 

approximately 2% from the desired value. If the lattice size is increased from 0.1mm (as 

shown) to 0.2mm, the maximum error rises to around 6% in this frequency range. In 

general, increasing the unit cell size causes increased dispersion. Arbitrarily small errors 

can be obtained by shrinking the size of the lattice, at the cost of increased simulation 

time. The Zxx curve in Figure 4.6 shows that the impedance rises at low frequencies. 

This is due to the chosen height of the vacuum simulated above the impedance surface. 

We used PEC for the top boundary in this model to improve simulation convergence, 

but this can cause errors if significant wave power is present at the top of the structure. 

Increasing the box height eliminates the effect of the top boundary. In general, as the 

desired frequency range is lowered, a taller box is needed to properly determine the 

 

Figure 4.5:  Simulation structure in HFSS for checkerboard surface. The lattice is 

repeated multiple times over two dimensions. The eigenmode simulator finds 

dispersion results for an infinite lattice. The height of the air box above the surface is 

not to scale. 
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impedance. Low impedance values also require a larger box because fields are more 

loosely confined. By choosing a sufficient box height and shrinking the unit cell to the 

necessary size, the effective scalar impedance of the checkerboard structure can be 

arbitrarily constant with respect to frequency. 

 

Along with having dispersion free impedance, tensor impedance surfaces must 

respond correctly for wave propagation at any angle. Figure 4.7 shows the simulated and 

theoretical impedance as a function of propagation direction for the two lattices 

discussed above. For both cases in Figure 4.7, the theory and simulation match very 

closely. This shows that the propagation characteristics and field decay above the 

checkerboard matches the theory for hybrid TM-like modes. Therefore, we now have 

shown that an appropriately designed checkerboard structure correctly models a tensor 

impedance surface. 

 

Figure 4.6:  Impedance vs. frequency. The waves propagate in the X- and Y-

directions. Two different Y (propagating) direction impedances were tested, 

Zyy=j399 Ω and Zyy= j1330 Ω. All other parameters were identical in both 

simulations: unit cell length=0.1mm, Zxx= j133 Ω, and vacuum height=45mm. 
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4.2.3  Anisotropic Waveguide Results 

We modeled anisotropic waveguides using the eigenmode solver in HFSS. An 

inner guiding section was constructed using the checkerboard structure discussed in the 

previous section. The outer region used an isotropic impedance boundary condition as 

shown in Figure 4.8. Periodic boundary conditions were used to solve for the dispersion 

relation of surface waves propagating along the guiding region. 

 

Figure 4.7:  Effective scalar impedance vs. propagation direction. The simulation is 

from a checkerboard structure with dispersion results shown in Figure 4.6. 

Impedance was simulated for multiple rotation angles. The theoretical solution is 

obtained from (2.9). For the theory, Zxx and Zyy values at 10GHz from Figure 4.6 

were used. For both anisotropy levels, the theoretical angle-dependence of 

impedance matched the simulated result. 
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Two guides were tested, one with low anisotropy and another with higher 

anisotropy. Figure 4.9 shows the magnitude of the electric field for the lowest three 

modes in the lower anisotropy guide. Multiple modes can be supported in the guide as 

described in (4.4) and (4.7). Fields are bounded to the surface and concentrated within 

the guiding region. The fields have sinusoidal variation within the guide and decay 

exponentially outside and above the guide surface. No power leaks away at the guide 

edges, and the wave is transmitted without losses. 

 

Figure 4.8:  Simulation structure of the checkerboard guide. The guide interior is an 

anisotropic checkerboard surface. The exterior region is an isotropic scalar surface 

Z2=j133Ω. The guide drawing is not to scale. The details of the checkerboard are re-

plotted (another version is also shown in Figure 4.4). The vacuum height above the 

surface is 45mm, and the unit cell size is 0.1mm by 0.1mm. The width of each guide 

was set to 18mm which required 180 unit cells (only 12 unit cells are shown in the 

figure). 
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The dispersion relations for the two guides are shown in Figure 4.10. Figure 

4.10a shows that in the low anisotropy case, the theory matches the simulation well for 

the lowest three modes of the guide. For any mode, the frequency must lie below the 

line labeled “Outer Region.” This is the dispersion relation for a surface wave on a 

uniform surface with impedance equal to that of the region outside the guide. Since the 

outer region has a lower impedance than the interior, it represents the highest possible 

frequency-wavenumber ratio in the structure. For the higher anisotropy case shown in 

Figure 4.10b, the simulation and theory deviate somewhat, especially for the higher 

modes. The deviation is caused by the increased fraction of TE field components in the 

 

Figure 4.9:  Magnitude of the electric field. The lowest three modes of the guide are 

shown (logarithmic scale). The structure is a checkerboard structure with 

Zprop=j399Ω and Ztrans=j133Ω. The field has sinusoidal variation within the guide 

and exponential decay above and outside the guide. The high-impedance guiding 

region is bounded by the dotted line shown in each figure. 
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mode on the high-anisotropy surface. Figure 2.2 shows the fraction of TE field in the 

mode for the low and high anisotropy cases. The TE component of the hybrid mode is 

not supported by the isotropic TM surface that bounds the guide. In order to simplify the 

theory, a single TM surface wave ray was used to match these components as shown in 

Figure 4.3 and described in Section 4.2.1. The single TM ray is set to the effective 

impedance of the tensor surface, but this does not perfectly model the interaction at the 

edge of the guide. In reality there is a discontinuity in the mode since the interior region 

contains a TM-TE hybrid mode and the exterior region is a pure TM mode. This 

discontinuity can induce plane wave scattering into the surrounding space and is 

difficult to model. However, the results show that the simple ray optics model is still 

sufficient to roughly predict the dispersion relation for a highly-anisotropic tensor 

impedance guide. 
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(a)  

(b)  

Figure 4.10:  Frequency vs. wavenumber plot for a checkerboard guide. The tensor 

impedance is Ztrans=j133Ω and (a) Zprop=j399Ω, (b) Zprop=j1330Ω. The simulated 

points are shown as circles. The theory line is the response as predicted from the ray-

optics method. The line labeled Outer Region represents the dispersion relationship 

of a surface wave on a uniform surface with Z2=j133Ω. This is the (isotropic) 

impedance of the region outside the guide. 
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Scalar impedance waveguides were also simulated (not shown), and these 

isotropic guides also show matching results between theory and simulation. The theory 

can be simplified significantly for isotropic boundaries because only pure TM modes 

propagate on the surface and the impedance boundary condition is satisfied with a scalar 

value instead of a 2x2 matrix. For every level of anisotropy tested, waves were guided 

losslessly within the guiding region, and fields decayed exponentially outside and above 

the guide. In general, wider guides and high-impedance guides correspond to lower 

frequencies at a given wave number (and therefore, lower phase velocity). 

 

4.2.4  Applications 

Anisotropic waveguides have multiple applications that are not possible using 

isotropic guides. One advantage of anisotropic waveguides is that they can be designed 

to propagate surface waves in one direction while being invisible to surface waves 

incident from a perpendicular direction. This effect is demonstrated by Figure 4.11 and 

Figure 4.12. A scalar impedance Z2=j133Ω is placed on the surface in the outer regions. 

In the inner guided region, the impedance in the propagating direction is Zprop=j399Ω, 

and the impedance in the transverse direction is Ztrans=j133Ω (equal to the outer region). 

Waves can propagate losslessly along the guide (Figure 4.11). When a wave travels 

perpendicular to the guide (Figure 4.12), the transmission properties are not affected by 

the presence of the guide. In Figure 4.11 the fields present outside the guide are due to 

mismatch with the excitation source (not shown). When the excitation source is not 

perfectly matched to the guided mode, energy can leak into other modes on the surface, 

plane waves above the surface, or reflected waves back into the feed. However, none of 

the energy that enters surface modes in the guide leaks out. 
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Figure 4.11:  Anisotropic waveguide with wave propagating in the guide. Wave 

power outside the guide is due to mismatch between the feed mode and the guide 

mode. 

 

 

Figure 4.12:  Anisotropic waveguide at orthogonal incidence. The wave does not 

interact with surface wave incident from a perpendicular direction. The guide 

structure is identical to that of Figure 4.11. 
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Next we will demonstrate the ability to arbitrarily set phase velocity, vp, and 

group velocity, vg, in an anisotropic surface waveguide. The phase and group velocities 

are defined as ω/k and ∂ω/∂k respectively, where k is the surface wavenumber. For a 

given impedance tensor and guide width, vp and vg can be calculated numerically from 

the dispersion relation (4.7). Figure 4.13 shows that there are multiple impedance 

tensors to implement a desired vp for a given frequency and fixed guide width. Each of 

these impedance tensors has different vg. The guide is oriented along a major axis of the 

impedance tensor, and the tensor is therefore diagonal. Dispersion curves for the 

impedance tensors labeled in Figure 4.13 are shown in Figure 4.14. The dispersion 

curves cross at f0=10 GHz, and vp=0.8c at this point. Only one value of vg can be 

obtained using an isotropic surface impedance. Anisotropy allows vp and vg to be set 

independently. Similarly, by using tensor impedances, vp and vg can be held constant as 

the guide width is swept. 

 

 

Figure 4.13:  Impedance tensor values for constant phase velocity. The guide has 

width d=10mm, f0=10GHz, outer region impedance Z2=j133Ω, and desired phase 

velocity vp=0.8c. Off-diagonal impedance tensor values are set to zero. The isotropic 

value of the curve is at Zprop=Ztrans=j502.4Ω. Dispersion curves for the labeled 

tensors are plotted in Figure 4.14. 
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Figure 4.15 shows the tensors that give a desired vp and vg for a range of guide 

widths. The propagating impedance remains fairly constant, and transverse impedance 

declines as the width of the guide increases. The dispersion curves for the tensors 

labeled in Figure 4.15 are shown in Figure 4.16. The dispersion curves are nearly 

identical for each tensor, and the plots lie overlaid on each other such that only one line 

is clearly visible over the entire range. Since the tensors have the same dispersion 

relation, each tensor will have equal vp and vg at any frequency. However, both vp and vg 

change with frequency. 

 

Figure 4.14:  Dispersion plots for constant phase velocity. The guide has width 

d=10mm and outer region impedance Z2=j133Ω. The impedance values give a phase 

velocity of 0.8c at 10GHz. The dispersion curves cross at 10 GHz giving identical 

phase velocities. The group velocity is the slope of the dispersion curve at this point. 
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Figure 4.15:  Impedance tensor values for vp = 0.8c and vg = 0.65c. The 

solution is for f0=10GHz, and outer impedance Z2=j133Ω. Dispersion plots for the 

labeled tensors are shown in Figure 4.16. 

 

Figure 4.16:  Dispersion plots for the tensors labeled in Figure 4.15. The tensors 

were solved such that vp=0.8c and vg=0.65c at f0=10GHz and outer impedance 

Z2=j133Ω. The tensors have nearly identical dispersion curves and the plots lie 

overlaid on each other. Therefore, these tensors will have equal vp and vg at any 

frequency (although the desired values of vp = 0.8c and vg = 0.65c will only occur at 

f0=10GHz). 
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Using the theory, three surface waveguide structures were simulated in HFSS 

with the results shown in Figure 4.17. The left-most guide has a constant width of 

20mm. The center guide has a varying width from 5-20mm in an hourglass shape. The 

impedance of this guide is varied so that the phase and group velocity remains constant 

and identical to the constant-width guide. The far right guide has the same hourglass 

shape but with a constant impedance identical to the straight guide. Figure 4.17 shows 

the electric field component normal to the surface where light is positive values and 

dark is negative values. Black lines are added in order to compare the phase fronts in 

each guide. We can see that the constant width guide and the hourglass guide with 

correctly chosen impedance have the same phase fronts over the entire length of the 

guide. The hourglass guide with constant impedance has phase fronts different from the 

others. The impedance of the left guide is set so that vp=0.8c and vg=0.65c. In the center 

guide, the range of vp is from 0.798-0.802c, and the range of vg is from 0.62-0.68c. 

Errors are caused by approximations in the theory and simulations as described below. 
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The impedance values in the simulation were adjusted from the theory in order 

to obtain optimal simulated results. These adjustments account for errors in ray optics 

theory and assumptions made to simplify the waveguide dispersion equations. The 

narrow waveguide sections required the largest modifications. The theoretical 

impedance tensor values for these structures are plotted in Figure 4.15. Impedances 

were adjusted from their theoretical values to ensure that vp=0.8c. By focusing 

specifically on vp, vg deviates from its desired value of 0.65c. However, an exhaustive 

search of impedance tensors would allow arbitrarily accurate vg solutions. 

 

 

Figure 4.17:  Anisotropic waveguides with propagating waves in the guides. In each 

case the outer impedance is Z2=j133Ω, the guiding region is 300mm, the air height is 

100mm, and the width outside is 100mm (not shown to scale). 
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4.2.5  Conclusion 

A simple theoretical model for an impedance surface waveguide was developed 

using a ray optics method and tensor impedance surface theory. A unit cell was also 

designed in HFSS that can model tensor impedance surfaces. This unit cell was used to 

simulate a novel tensor surface impedance waveguide structure. The simulations 

matched the theory over a wide range of tensors and over multiple propagation modes. 

Two applications of anisotropic waveguides were investigated. In one example, an 

anisotropic waveguide was able to guide waves in one direction and let them pass 

through in another. In a second example, a guide had its width changed but it maintains 

constant phase velocity and group velocity. In future work we plan to extend surface 

waveguide theory to real tensor impedance surfaces formed from metal patches 

patterned on grounded dielectric substrates. In these structures, the theory still applies, 

but frequency dependent surface impedances must be accounted for. Waveguides with 

TM guiding regions and TE exterior regions could be investigated as well. 

 

4.3  Realized Artificial Tensor Impedance Waveguides 

In this section, a tensor impedance surface waveguide, as analyzed in Section 4.2 

is realized. An idealized illustration of a transparent waveguide is shown in Figure 4.18. 

The impedance surface is built as a printed circuit. These structures are created by 

patterning metal on the top layer of a grounded dielectric slab. The waveguide is 

designed with square and rectangular unit cells as shown in Figure 4.19. These unit cells 

have been analyzed along their principal axes [33]. Further analysis of printed circuit 

tensor impedance surfaces has also been performed, and it was found that tensor 

impedance boundaries do not always accurately model printed structures, and more-

accurate models have been proposed [26, 27, 44]. However, currently these methods can 

only be applied to individual unit cells, and not large structures like waveguides. In 

order to confirm the accuracy of the ideal tensor impedance model, we have compared 

this ideal model to simulations of printed circuit structures and measurement. 



 

 

66 

 

 

4.3.1  Theoretical Dispersion of Realized Waveguide 

In Section 4.2.1 the theoretical dispersion was solved for an ideal tensor 

impedance waveguide using planar boundary conditions. In this analysis the impedance 

surface was assumed to be dispersion free. Realized impedance surfaces have dispersion 

and the theory must be generalized to allow frequency-dependent impedance as shown 

below:  
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where m is the mode number, φ(θ,ω) is the phase shift on reflection of the rays in the 

guide, d is the width of the guide, n1(θ,ω) is the effective surface impedance of the 

interior region, ω is the angular frequency of the mode, θ is the direction of propagation, 

and c is the speed of light. The phase shift depends the index, n(θ,ω), and impedance, 

 

Figure 4.18:  Model of transparent surface impedance waveguide. A high 

impedance region is surrounded by two lower impedance regions. Guided surface 

wave modes can propagate along the higher impedance region. In the opposite 

direction the impedance of the guiding and outer regions match. 

 

 

Figure 4.19:  Physical representation of surface wave waveguide. A grounded 

dielectric substrate is patterned with rectangular and square patches. Higher 

impedance is achieved using the elongated rectangular patches. 
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Z(θ,ω), of the interior and exterior regions of the guide. The surface impedance is 

frequency dependent, but when applying the theory, a harmonic excitation is assumed. 

Therefore, the dispersion relation is solved independently at each frequency, and single 

impedance tensor is used for each solution. 

To apply the theoretical model, the frequency dependent impedance, Z(θ,ω) 

must be known ahead of time, along with the corresponding index n(θ,ω). In this paper, 

the rotation and frequency dependence of the unit cells are determined by simulation 

and these values are applied to the theoretical model. These simulations are described 

below in Section 4.3.2. Along with frequency dispersion, realized impedance surface 

exhibit spatial dispersion. This phenomena has been analyzed for patch-type unit cells 

with no vias [26, 27]. Spatial dispersion implies an inconsistency between the predicted 

anisotropy as defined by (2.9), and the actual anisotropy of the unit cell. This 

inconsistency causes errors in Z(θ,ω) and n(θ,ω), but it will be shown in Sections 4.3.2 

and 4.3.3 that ideal theory can still accurately model the waveguide dispersion. 

 

4.3.2  Unit Cell Analysis 

The unit cells for the waveguide used a 1.27mm thick Rogers 3010 substrate (for 

simulations we used the design dielectric constant εr = 11.2). This substrate has the 

highest dielectric constant of commonly available printed circuit board materials, and 

the largest standard thickness. Higher dielectric constants and larger thickness have been 

shown to allow broader bandwidth anisotropy [52]. The dimensions of the rectangular 

unit cell for the guiding region are shown in Figure 4.20a, and the isotropic unit cell for 

the outer region is shown in Figure 4.20b. Both unit cells have gaps between the metal 

patch and the edge of the unit cell that are identical on all four sides. 
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Figure 4.21 shows the dispersion relation of each unit cell for waves traveling 

along the principal axes of the cell. The dispersion was simulated using the eigenmode 

solver of Ansys HFSS version 15. Surface impedance curves are shown in Figure 4.22. 

For the isotropic 1x1mm unit cell, the impedance along the two principal axes is 

identical because the unit cell is square. The 2x1mm unit cell has different impedance 

for each axis. The impedance along the 1mm dimension of the rectangular cell is nearly-

identical to the 1x1mm unit cell (as also demonstrated in [33]). The fact that the square 

unit cell and the short direction of the rectangular unit cell have the same surface 

impedance is what allows the waveguide to be transparent in orthogonal directions. The 

larger impedance along the propagating direction of the rectangular unit cell allows 

waveguide modes to be confined to the interior region 

 

Figure 4.20:  Unit cell dimensions. The illustrations are for (a) anisotropic unit cell 

and (b) isotropic unit cell. For both unit cells the substrate is a grounded dielectric 

with a metal patch. The patch is represented by the inner rectangle, and the distance 

between the patch and the unit cell edge is g=0.2mm on all sides. The anisotropic 

unit cell is of 2x1mm and the isotropic unit cell is 1x1mm. 

 



 

 

69 

 

 

Figure 4.21 and Figure 4.22 show anisotropic behavior for the principal axes of 

the 2x1mm unit cell, but it is also necessary to verify the performance of the unit cell for 

waves propagating at directions between the principal axes. For ideal tensor impedance 

boundary conditions the dispersion for the principal axes is sufficient to calculate the 

dispersion at any other angle. However, on realized surfaces, spatial dispersion [26, 27], 

 

Figure 4.21:  Dispersion relation for anisotropic and isotropic unit cells. The low 

impedance direction of the anisotropic unit cell has nearly identical dispersion to the 

isotropic unit cell. In the high impedance direction is lower in frequency at any given 

wavenumber. 
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Figure 4.22:  Surface impedance vs. frequency. The results are for the principal 

directions of anisotropic and isotropic unit cells. The low impedance direction of the 

2x1mm unit cell has the same impedance relation as the 1x1mm unit cell. 
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and mode interference [52], can distort propagation between the principal axes. The 

dispersion relation for multiple propagation directions has been simulated for both 

isotropic and anisotropic unit cells. Isofrequency index contours for the isotropic unit 

cell are shown in Figure 4.23a. For the isotropic unit cell the contours are circular 

because the index has the same value for any propagation direction. 

 

Isofrequency contours for the 2x1mm unit cell are shown in Figure 4.23b. 

Results from simulation are plotted as dots. Theoretical curves are shown as solid lines, 

and are calculated using the results of the principal axis simulations at each frequency. 

The principal axes are oriented along the x- and y- axes where the x-axis (high 

impedance) corresponds to a wave propagating along the 2mm dimension of the unit 

 

 

Figure 4.23:  Isofrequency impedance contours. The results are for (a) isotropic unit 

cell and (b) anisotropic unit cell. The radial direction is effective index and the theta 

direction is the direction of propagation. Theoretical curves are shown as solid lines 

and simulations are the dots. The legend labels different frequencies with units of 

GHz. The contours are symmetric across the x- and y-axis so only the first quadrant 

is plotted. Ten rotations from 0-90° are simulated. 
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cell and the y-axis (low impedance) corresponds to the 1mm dimension. At low 

frequencies the ideal theory and simulation match but as frequency increases the 

simulation deviates from the theory. The cutoff of the TE mode is at 12.3 GHz, and it 

has been shown that this is where the ideal tensor impedance theory is no longer valid 

[52]. Above the cutoff frequency the simulation rapidly deviates from the theory with 

the worst estimation generally occurring around a propagation angle of 45°. At 12 GHz, 

13GHz, 15 GHz, the index is off by 6%, 12%, and 15% respectively for a wave 

propagating at 45°. This error is similar at higher frequencies but other angles begin to 

have large error also due to mode distortion. 

Although the unit cell dispersion curve deviates from the simple single-mode 

theory, especially above the TE cutoff at 12.3GHz, the guide is oriented along the 

principal axis of the unit cell. In this orientation, the wave is propagating along the 

direction that does not deviate as significantly from the theory. In Section 4.3.3, it is 

found in both simulation and experiment that the waveguide operates above 12.3 GHz 

consistently with impedance surface theory. 

 

4.3.3  Waveguide Dispersion and Fields 

The dispersion of a waveguide is tested using measurement, simulation, and the 

theoretical model. For each case, the width of the waveguide is set to d=10mm. In 

general, wider guides bend the dispersion relation to lower frequencies, and lower the 

cutoff frequency of higher order waveguide modes. 

A. Measured Dispersion Setup 

A surface wave waveguide was constructed using the unit cells analyzed in 

Section 4.3.2. The total size of the board was 16×10 inches and the waveguide was 16 

inches long centered on the board with a 10mm wide guiding region (10 unit cells 

wide). A photograph of a section of the waveguide is shown in Figure 4.24. A near field 

scanner was used to make the dispersion measurement. The dispersion was obtained 

from the phase velocity of the mode in the waveguide. The measurement setup is shown 

in Figure 4.25. The feed is a trapezoidal sheet of Rogers 5880. An end-launch SMA 
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adapter is attached to the back of the feed and leads to one port of an Agilent E5071C 

Vector Network Analyzer (VNA). The second port of the VNA is attached to a probe 

that is scanned across the surface. The probe tip is 5mm long and oriented vertically 

approximately 2mm above the surface. For dispersion measurements the probe is 

scanned along the center of the guide at 200μm increments. At each position, S21 phase 

is measured by the VNA, and this data is used to calculate phase velocity. The effective 

surface index is calculated from the phase velocity, and this index is used to derive the 

dispersion of the waveguide 

 

The feed does not couple perfectly into the guided surface mode and some power 

 

Figure 4.24:  Photograph of tensor impedance surface waveguide. 

 

 

Figure 4.25:  Measurement setup for waveguide. Magnetic absorbers are place to 

the sides of a trapezoidal feed. A vertical probe is located in the upper right side of 

the photograph. Photograph of tensor impedance surface waveguide. 
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is reflected or launched as surface waves in the outer region. However, waves excited 

into a guided mode do not spill outside the guiding region, and the feed is designed so 

that minimal fields are excited outside of the waveguide mode at the center of the 

operating region. For printed circuit structures, other surface wave excitations have been 

used such as a Yagi-like surface wave launcher [26, 27], and a flared microstrip line [4, 

28]. These could allow better coupling efficiency into the waveguides. However, for this 

study, the discrete trapezoidal surface wave launcher allowed the convenience of 

moving the feed to launch a guided wave, or to launch waves at other positions or angles 

on the surface. Two sheets of magnetic absorber (Arc-Tec DD11006) were placed on 

either side of the feed to limit the amount of power reflected back into the guide from 

the outer region. Both TM and TE modes are absorbed, and the modes are dissipated 

both above and within the substrate. Magnetic absorber is also used to terminate the 

guided mode and prevent reflections back into the guide. A well-matched surface wave 

launcher could also be used to terminate the mode into a 50Ω load. 

B. Simulated Dispersion Setup 

The dispersion of the waveguide was simulated using the eigenmode solver in 

Ansys HFSS version 15. The model used ideal tensor impedance boundary conditions. 

Because of dispersion in the realized surface, the impedances are set differently for each 

frequency as stipulated by Figure 4.22. The simulation setup is described in Section V 

of [14], except this paper uses the anisotropic impedance boundary condition (instead of 

the checkerboard structure), which has been implemented in the HFSS eigenmode 

solver in the time since the previous publication. The waveguide simulation was 

performed over the range where the unit cell was simulated: 7-20 GHz (as seen in 

Figure 4.22). The impedance data was interpolated to obtain the values at 1 GHz 

increments. 

C. Theoretical Dispersion 

The theoretical dispersion relationship is described by 4.8 and fully derived in 

[14]. As noted in Section 4.3.1, the impedance of the unit cell must be solved before the 

theoretical dispersion can be solved, and this impedance is dependent on both frequency 
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and propagation direction. The impedance relation for the principal axes is shown in 

Figure 4.22. Even though the guided wave travels along the principal axes of the 

impedance tensor, the impedance at intermediate angles must be known to correctly 

apply the ray optics theory. For intermediate angles, the impedance values were 

obtained using two different methods (each are plotted in Figure 4.23). The first method 

used simulated impedances for the principal directions and derived other angles by 

assuming an ideal tensor impedance boundary. The second method used simulated 

values from each of the intermediate angles exactly. Both methods are compared to 

measurement and simulation in the following section. 

D. Dispersion Results 

The results for each dispersion method are shown in Figure 4.26. The measured 

dispersion closely matches simulation and theory. Only the lowest mode can be 

measured, and the results stop at 15 GHz. Above this frequency data is difficult to 

obtain. At higher frequencies, the impedance of the unit cells go up and waves are more 

tightly bound to the surface. The measurement probe is scanned 2mm above the surface, 

and if significant wave power is located below this height it becomes difficult to obtain 

an accurate measurement. Also, at higher frequencies, higher order guided modes are 

supported and dual mode operation occurs. In the fabricated structure, the 2
nd

 order 

mode is predicted by theory at 14.5 GHz. When two (or more) modes are present, it 

becomes difficult to determine the phase velocity of any single mode due to interference 

between the modes. In simulation and theory single mode operation can be strictly 

enforced, and the dispersion curves can be extended to higher frequencies than can be 

measured experimentally. 
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Simulated and theoretical curves are shown up to 20 GHz for the first two 

guided modes. The second mode has a cutoff when it intersects the dispersion curve of 

the outer region. The outer region dispersion represents the highest phase velocity that 

can be achieved in the guide, as this outer region has lower index than the interior 

region. Two theoretical methods were used as described in the previous section. The 

maximum difference in frequency between the two theories is less than 0.4GHz for 

either mode (<3%). Therefore, results show that the simplified theory assuming an ideal 

tensor impedance boundary is sufficient to predict the approximate dispersion relation. 

The second method using the simulated impedances is slightly more accurate but 

requires many more simulations 

E. Field Profile of Guided Mode 

The fields for the guided mode were measured and compared to simulation. The 

 

Figure 4.26:  Dispersion of guided modes in tensor impedance surface waveguide.  

Only the lowest mode can be measured and this is shown as a solid line. The first 

two modes are shown as dashed lines for the theoretical solutions, and as dots for 

simulation. The first theory curve uses ideal tensor impedance theory to obtain 

impedance at intermediate angles and the second theory curve uses simulation to get 

these values. A black dashed line is the dispersion of light in a vacuum. Guided 

modes must lie below the dispersion relation of the outer region, and this is shown as 

a black line. 
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fields for ideal impedance boundary conditions were shown in [14]. A dispersive 

structure using the rectangular unit cells is analyzed here. The model is constructed 

identically to the experimental model with 10 unit cells across guiding region and 50 

unit cells on across the isotropic region on each side. The electric field magnitude is 

shown for the first two guided modes in Figure 4.27. The guiding region is marked as a 

dashed line, and the mode is propagating into the page. The fields are most highly 

concentrated between the patches. For both modes the field has sinusoidal variation 

across the guiding region and exponential decay to the sides away from the guide. Field 

decays exponentially above the substrate across the entire width of the structure. 

 

Using the same experimental setup as for dispersion, a probe was scanned across 

the guide orthogonal to the direction of propagation. The probe was again placed 2mm 

above the surface and measurements were taken at 200μm increments. The power at 

each point was measured at 12 GHz and this was transformed to a normalized field 

magnitude which is plotted in Figure 4.28. An equivalent line from the simulation was 

also plotted in Figure 4.28, and the normalized fields can be compared. Within the 

guided region the simulated and measured responses are nearly identical and have a 

sinusoidal profile. Outside the guide the field decays exponentially with distance. The 

minor differences in field magnitude are likely due to the energy excited outside the 

 

Figure 4.27:  Normalized electric field magnitude. The plots show (a) 1
st
 mode, and 

(b) 2
nd

 mode for a simulation of a surface waveguide. 

 

(a)

(b)
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guide. Only the first mode can be measured in this manner because a pure second mode 

cannot be experimentally excited. The impedance contrast between regions effects the 

confinement of the mode with larger contrasts more closely confining modes to the 

guiding region. Wider guides also have more mode confinement. 

 

 

4.3.4  Near Field Measurements 

Two-dimensional near field measurements were obtained using the setup 

described in Section 4.3.3. The total size of the surface was 10×16 inches. The measured 

area is slightly smaller than the total board size to allow space for the feed and absorbers 

around the edge of the surface. The excitation source, shown in Figure 4.25, does not 

couple perfectly into guided modes at all frequencies, and some power is excited 

directly to the outer region. A vertical probe was swept 5mm above the surface along a 

2mm grid. The probe was scanned higher above the surface for two-dimensional field 

measurements because the surface was not completely flat and scanning lower could 

cause contact between the probe and surface at the edges. Each measurement contains 

about 25,000 points, and normalized field results at 11 GHz are shown in Figure 4.29. 

 

Figure 4.28:  Normalized electric field magnitude above waveguide. 
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Figure 4.29:  Measured fields. The plots show normalized vertical (out of page) 

electric field at 11 GHz for (a) guided mode, (b) orthogonal mode, and (c) angled 

mode. Fields in (a), (b), and (c) are not plotted to the same scale. 
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A guided mode is displayed in Figure 4.29a. The mode is bound near the guide 

and does not leak to the outer region. The measured bandwidth for guided modes is 

from 9.4-15.2 GHz. Below 9.4GHz the measured mode is a regular surface wave (not 

confined to the guiding region) because the impedance inside and outside the guide is 

almost identical. At 11 GHz, as shown in Figure 4.29a, almost all of the fields are in the 

waveguide mode and minimal fields are present in the outer region. Above 14 GHz, the 

source excites more measurable fields in the outer region than as a guided mode. This is 

because higher frequency modes have high impedance. High impedance modes are 

tightly bound to the surface, and this is difficult to measure because the probe is scanned 

5mm above the surface (in order to avoid scratching the material). At higher 

frequencies, modes excited in the outer region (which still has lower impedance) are 

measured much more easily because they are not as tightly bound. These outer-region 

modes can reflect off the edges of the board and travel back across the waveguide 

making it difficult to isolate the guided mode which exists mostly below the probe. 

However, power that does enter as a guided mode does not leak away from the guide. 

Figure 4.29b shows a two-dimensional field plot for a surface with a feed located 

in the exterior region. The feed was a vertically-oriented monopole that excited semi-

circular phase fronts on the surface. The guiding and outer regions have identical 

surface impedance for surface waves incident normal to the guide. Therefore, as seen in 

Figure 4.29b, waves at normal incidence pass through the guide as if it were not present, 

and transparency is confirmed. In this case, the wave front is only orthogonal directly 

above the source. At off-normal angles, some reflections and distortion can be seen off 

the guide. In Figure 4.29c the trapezoidal feed is used to launch a surface wave toward 

the waveguide at a small grazing angle. In this case, the higher-impedance guiding 

region reflects a significant portion of the incident power. 

 

4.3.5  Curved Waveguide 

A transparent curved waveguide was designed and measured, and Figure 4.30a 

illustrates a schematic diagram for the surface. The outer region has small isotropic 

surface impedance, analogous to Figure 4.18, and the guiding region is curved around a 
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point located at the corner of the structure. The guiding region has anisotropic 

impedance with the radial direction equal to the outer region. The high impedance 

direction is along the angular dimension of the guide. The design supports guided waves 

along curve, and waves traveling from a point source at the center of curvature pass 

across the guiding region without reflection or alteration. 

 

A photograph of a section of the fabricated guide design is shown in Figure 

4.30b. The outer region unit cells are identical to those in the straight design (shown in 

Figure 4.20). The anisotropic unit cells are distorted slightly due to the curvature. The 

design stipulates 2mm unit cell length along the guiding direction. The unit cells are 

constructed such that they all have the same angular length, and the unit cell length at 

the radial center of the guide is set to exactly 2mm. On the inner edge of the guide, the 

side length is 1.98mm. Similarly, on the outer edge, the side length is 2.02mm. Below 

(a)  

 

(b)  

Figure 4.30:  Curved waveguide diagrams. A schematic of the waveguide 

dimensions and impedance is shown in (a). A photograph of the fabricated 

waveguide is shown in (b). The rectangular box in (a) is the location of the 

photographed region shown in (b). 
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20 GHz, simulation shows that the deviation from the surface impedance of a 2mm-long 

unit cell is less than 1%. All unit cells are exactly 1mm in the radial direction. For the 

outer region, the unit cells form a 1x1mm grid. These unit cells are removed in the 

region where the guiding region intersects. As seen in Figure 4.30b, unit cells near the 

edge of the guide are cut so there is no overlap between unit cells. 

The width of the guiding region is 10mm, as was the case for the straight 

waveguide. The radius from the center of curvature to the center of the waveguide was 8 

inches. The substrate material and dimensions are the same as before, and near field 

measurements were obtained from the same system used for the straight waveguides. 

The guided mode was fed using the straight waveguide as a source. The trapezoidal feed 

shown in Figure 4.25 fed the straight waveguide on one end, and the opposite was 

pressed up to the curved waveguide. Figure 4.31a shows a guided mode at 11 GHz. This 

was the frequency that had the best match between the trapezoidal feed and straight 

waveguide mode. However, for the curved case the guided mode leaks into the outer 

region. Figure 4.31b shows the same structure at 12 GHz. In this case there is minimal 

leakage from the guided mode. The measured bandwidth for guiding without leakage is 

from 11.7-15 GHz. Bending losses are analyzed in Section 4.3.6. 
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The curved waveguide was also measured at an orthogonal direction. A vertical 

probe was set at the center of curvature of the guide which is located at the corner of the 

surface. Magnetic absorber is placed along the edges of the surface to ensure that there 

 
 

 

Figure 4.31:  Measured fields of curved waveguide. The plots show normalized 

electric field for guided mode at (a) 11 GHz , and (b) 12 GHz. Fields in (a) and (b) 

are not plotted to the same scale. 
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are no reflections back into the surface. The source radiates circularly from the center of 

curvature of the guide such that the wave is incident normally to the guide across the 

entire structure. The field plot at 12 GHz is shown in Figure 4.32. The wave passes 

through without reflection again confirming the transparency of the guided region. The 

fields along the edges are reduced because magnetic absorber is placed along these 

sides. 

 

 

4.3.6  Analysis of Bending Loss 

As mentioned in Section 4.3.5 and seen in Figure 4.31, the curved waveguide 

exhibits bending loss that depends on the frequency, waveguide dimensions, and surface 

properties. This phenomena also occurs for bending of dielectric slab and fiber 

structures [53]. Leakage occurs at bends because the mode on the exterior of the curve 

must travel faster than at the center in order to stay in phase. Leakage occurs where this 

speed is larger than what can be supported by the materials. Ray optics has been used to 

analyze dielectric slab waveguides and fibers to determine the bending loss of a 

 

Figure 4.32:  Measured field of orthogonally incident mode. The plot shows 

normalized vertical electric field at 12 GHz. 
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multimode structure [54-57]. This method can be adapted for the surface wave 

waveguide in order to predict the bending loss due to radiation from a curved 

waveguide. 

For straight waveguides, the ray optics guiding condition dictates that the rays 

exhibit total internal reflection at the interface between the guiding region and the outer 

region. This total internal reflection is frustrated by bending and curved waveguides 

never exhibit total internal reflection [56]. However, the bending loss can be negligible 

depending on the setup of the waveguide. The setup for the curved waveguide analysis 

is shown in Figure 4.33. A straight waveguide of width 2ρ feeds a curved waveguide 

with the same width and surface properties. The dispersion relation of this straight 

waveguide is solved using (4.8), and the incidence angle of the ray in the straight 

waveguide, θ, is obtained from this equation. The curved waveguide has a center radius 

of R. The height of the ray crossing between the straight and curved sections is r. The 

incidence angle at the inner and outer dimensions can be obtained geometrically as 

follows [57]:  
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The incidence angle on the outer surface is always larger than on the inner surface. Rays 

only lose power on the outer surface, and losses on the inner surface are negligible [56]. 

The angular dimension of the guide is ϕ, and Δϕ is the angular length between 

successive reflections on the outer diameter. 
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Power dissipates exponentially as a function of the angular size of the waveguide. The 

dissipation is calculated by integrating over each incidence height r:  

    










R

R
drPP exp0

, (4.11)  

where P0 is the initial power, and γ is the attenuation coefficient. In multimode fibers, 

solved in [56], the incident angle, θ, must also be integrated. This is not necessary for 

surface wave waveguides because we assume a single mode whose incident angle can 

be calculated from (4.8). The attenuation coefficient is the amount of power transmitted, 

T, per unit angle between transmissions: γ=T/Δϕ. θc is the complement to the critical 

angle, and the transmission values for refracting rays (θo>θc) and tunneling rays (θo<θc) 

are shown below [57]:  
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Note that the critical angle, θc, is explicitly defined to be angle- and frequency-

dependent due to the angle- and frequency-dependent index in the guiding region. For 

 

Figure 4.33:  Setup for ray optics analysis of curved waveguide. 
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refracting rays, TR is the standard Fresnel relation. For tunneling rays, TT is solved using 

a local plane wave analysis [56]. In [14] it was found that a true surface wave Fresnel 

equation gave improved results for the phase on total internal reflection because it was 

necessary to calculate the exact reflection phase shift (4.6). For losses due to bending we 

have found that local plane wave analysis adequately predicts losses for the curved 

surface wave waveguide. 

Figure 4.34 shows the results for bending loss in the fabricated structure. The 

measured data is calculated from the fields above the waveguide. The simulated curve 

uses ideal tensor impedance boundaries with impedances as shown in Figure 4.22. The 

theory curved is solved numerically from (4.11). Results show similar characteristics for 

all three methods. In each case, minimal power is transmitted at low frequencies. At 

high frequencies there is nearly-full power transmission for the simulated and theory 

cases. The measured version shows some losses between 14-15 GHz. These losses are 

due to bending loss of the second waveguide mode (which has a theoretical cutoff of 

14.2 GHz and is not included in the theory), and material loss. Bending loss of the first 

mode does not occur in this frequency range. This lossy section is also in the range 

where the TM mode is distorted by the presence of TE modes. The theoretical model 

closely predicts the frequency at which the structure no longer has nearly-complete-

guiding at 12.5GHz. However, the theory shows a steeper drop-off from nearly-

complete-guiding towards increased bending loss at lower frequencies. 
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The theory was used to predict the bending loss for different waveguide radii 

using the same unit cells, and the results are shown in Figure 4.35. The half power 

frequency is the frequency where the guide delivers half the power around the bend. The 

theory predicts this location at 12.09 GHz for the fabricated structure as seen in Figure 

4.34 and labeled explicitly in Figure 4.35 (note 20.32cm = 8 inches). As the center 

radius, R, decreases the half power frequency increases. This is because higher 

frequencies have larger impedance contrast, and R is electrically larger. On the right y-

axis the maximum transmitted power is plotted for each R. For R<0.75cm the 

waveguide does not propagate 50% of the power at any frequency. The maximum 

power output occurs about 0.5GHz above the half power frequency as seen in Figure 

4.34. 

 

Figure 4.34:  Power loss over 90 degree bend on fabricated structure. 
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In the realized structure the impedance of the unit cell is dependent on 

frequency. In order to show the effects of impedance and radius on propagation 

independently, the theory was applied to a waveguide using ideal impedance boundary 

conditions. The setup had guide width of 10mm, and outer region n=1.1. The index of 

the inner region was swept from 1.2 to 2 (isotropic) for multiple radii. The results are 

shown in Figure 4.36. For any given index value, increasing the radius decreases the 

frequency where half the power is transmitted. Similarly, for a specific radius, 

increasing the index decreases the frequency of half-power transmission. 

 

Figure 4.35:  Frequency of half-power loss vs. center radius of the waveguide. The 

right axis shows the maximum power output from the waveguide. 
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4.4  Conclusion 

We have demonstrated a simple application of tensor impedance surfaces in the 

form of a waveguide that is transparent to surface waves in the orthogonal direction. 

This can be extended to enable new applications such as antennas with reduced 

scattering or nulls in a given direction, or that produce different radiation patterns 

depending on the feed location. 

Chapter 4 is based on and mostly a reprint of the following papers: R. Quarfoth, 

D. Sievenpiper, “Non-scattering Waveguides Based on Tensor Impedance Surfaces”, 

Submitted to IEEE Transactions on Antennas and Propagation; R. Quarfoth, D. 

Sievenpiper, “Artificial Tensor Impedance Surface Waveguides”, IEEE Transactions on 

Antennas and Propagation, vol. 61, no. 7, pp. 3597-3606 2013. 

  

 

Figure 4.36:  Half power frequency vs. index of guiding region. Plots for multiple 

center radii are shown. The index of the outer region is 1.1, the guide width is 

10mm, and the bend angle is 90 degrees. 
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Chapter 5  Surface Wave Beam Splitter 

5.1  Overview 

Surface waves can be controlled to prevent damage to objects on the surface or 

to minimize interference with other antennas or systems. One method to control 

propagation in volume media is by transformation electromagnetics. It will be shown 

that some transformation methods cannot be implemented for surface wave structures. 

However, a beam shifter and beam splitter can be implemented for surface waves. These 

structures are first used to create a surface impedance cloak on ideal boundaries. 

Subsequently a surface wave beam splitter is realized that is created using two adjacent 

beam shifters built with tensor impedance surfaces. The beam shifters are oriented in 

opposite directions so that an incident beam is split into two directions. The fabricated 

that splits an incident beam, and it is shown that the scattering from an object on the 

surface is significantly reduced as compared to a homogeneous isotropic surface.  

 

5.2  Surface Waves and Transformations 

Tensor impedance surfaces have been patterned to create a holographic antenna 

[7]. In volume media, transformation methods have been shown that give impressive 

control over wave propagation in a region [58-62]. In transformation electromagnetics, 

the permittivity and permeability tensors of an initial medium (usually vacuum) are 

transformed into complex, spatially-dependent tensors. A beam shifting material was 

originally solved in three dimensions by using a finite embedded coordinate 

transformation [60]. Volume media have been proposed as a method to shift surface 

plasmon polaritons [61, 62]. At microwave frequencies a beam shifting slab using tensor 

transmission-line (TL) metamaterials was constructed [63]. TL metamaterials have also 
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been used for other planar applications including a hyperbolic structure [64], and a 

demonstration of a full-tensor effective medium [65]. A surface wave implementation is 

advantageous as compared to three-dimensional or TL methods because surface waves 

can affect antenna patterns, scattering characteristics, and radar cross section of a 

system. Transformation methods for volume media often require highly anisotropic 

values for ε and μ. In this study we have investigated the applicability of transformation 

techniques to surface structures. Limitations on the constitutive properties that can be set 

in-surface prevent some of the most complex transformational structures from being 

achieved on a surface. A seminal work in transformation techniques involves the 

cloaking of a cylindrical region using an annulus shaped volumetric cloak [59]. An 

illustration of this setup is shown in Figure 5.1.  

 

The invisible region is a volume where any material may be place without 

affecting the scattering characteristics of the volume. The material properties of the 

cloak in cylindrical coordinates were solved as [59]:  

                   

Figure 5.1:  Illustration of microwave cloak. 
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where a and b are the inner and outer radii of the annulus respectively. These 

constitutive properties can be implemented using metamaterials, but in general this is 

only possible over narrow bandwidths. A plot of the material properties of the cloak as a 

function of position is shown in Figure 5.2. The incident region is vacuum. 

 

However, unlike volumetric materials where full tensor solutions of ε and μ can 

be set, within a surface, only three independent variables can be set, Zxx, Zyy, Zxy as seen 

below in the tensor impedance boundary condition:  
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Furthermore, in volumetric materials it is possible to independently set the 

impedance and index in the material. This is not possible in surface implementations 

where the impedance and index are linked as described below for TM modes:  
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Additionally, metamaterials allow regions with index below one, as is required by the 

cloak in (5.1). Such a surface would allow leaky waves and thus actually increase 

scattering. The relation between nS and ZS is such that a surface of zero-impedance 

would correspond to an index of one, as seen in (5.3). 

 

Figure 5.2:  Material properties of microwave cloak. 
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Therefore, surface transformations can be anisotropic in-surface only, and must 

have n>1. One application is a beam shifter which can be created using an embedded 

coordinate transformation [60], with material properties as follows:  
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where a=tan(φ), and φ is the shift angle. This material tensor can be approximated for 

surface structures using only the first two dimensions:  
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However, (5.5) is only an approximation because it assumes that the air above also has 

this value. A full solution for surface beam shifting on tensor impedance surfaces is 

given in [66] (where the impedance is obtained by solving a system of equations (20) 

and (28) in [66]). The full analysis will be shown to be significantly more accurate than 

the approximate analysis given in (5.5). Despite being less accurate, the method has the 

advantage of being very simple, and it was used to demonstrate the ability of an 

impedance surface to cloak an incident surface wave. 

 

5.3  Ideal Tensor Impedance Surface Wave Cloak 

A cloak for an incident surface wave beam was created by implementing a beam 

splitter and combiner in series as shown in Figure 5.3a. Isotropic impedance is shown as 

blue regions while shifting regions are shown in green and red depending on the shift 

direction. A PEC region shown in black is also placed to prevent scattered surface 

waves from forming in the cloaked region. These scattered waves are inherent to 

propagating waves and have been noted for plane waves by other groups [60]. The shift 

angle was set to φ=20°. The impedance of the incident region was j400Ω. Figure 5.3b 

shows the vertical electric field component as it avoids the center region and recombines 

in phase. This cloaking effect will only work on surface waves incident vertically as 

shown. The magnitude of the electric field is shown in Figure 5.3c.  
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(a)  

(b)  

(c)  

Figure 5.3:  Cloaking simulation setup and results. (a) shows the simulation setup, 

(b) shows the electric field normal to the surface, and (c) shows the magnitude of the 

electric field. 
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Wave scattering causes some power in the cloak region and outer regions, but 

the power mainly moves around the inner region as desired. An uncloaked structure is 

shown in Figure 5.4. Figure 5.4a shows the setup for the uncloaked version where the 

entire area is patterned with isotropic impedance except for the PEC shell that surrounds 

the interior. The vertical electric field is shown in Figure 5.4b, and the electric field 

magnitude is shown in Figure 5.4c. In this case the PEC reflects the surface waves and 

they do not recombine on the far side of the structure. We can also see that a larger 

fraction of power enters the cloaked region inside the PEC shell. 
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(a)  

(b)  

(c)  

Figure 5.4:  Uncloaked simulation setup and results. (a) shows the simulation setup, 

(b) shows the electric field normal to the surface, and (c) shows the magnitude of the 

electric field. 
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5.4  Realized Surface Wave Beam Splitter 

A significant challenge of transformation electromagnetics structures is 

fabricating structures with the desired material properties. Two-dimensional surfaces are 

much easier to construct, and printed circuit fabrication is frequently used. A rigorous 

analysis of the properties of a printed circuit structure with no vias has been performed 

[26, 27]. A broadband, highly anisotropic unit cell has also been analyzed [67], and this 

type of unit cell is used here to create the beam splitter. 

 

5.3.1 Unit Cell Design 

Multiple methods have been studied to generate impedance surfaces, and in this 

paper a ring-mushroom unit cell is used as described in Section 3.3. The advantage of 

the ring-mushroom unit cell is that it can achieve highly anisotropic surface impedance 

over a broad bandwidth, and larger anisotropy allows increased beam shift angles. The 

rectangular ring creates anisotropy and the mushroom is small to prevent a band gap 

where surface waves cannot propagate. Our design used a 1.27mm thick Rogers 3010 

substrate, and for simulation the design dielectric constant of 11.2 was used. A unit cell 

is illustrated in Figure 5.5. The high impedance direction is along the short side and is 

due to the patch geometry. The unit cell is 6mm in the low impedance direction to 

simplify fabrication. The unit cell would have had similar properties if it were 2x2mm 

with the same patch geometry, but by extending the low impedance direction, 

comparable surface properties are achieved and three times less unit cells can be used to 

create a surface. 
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A photograph of the unit cell patch is shown in Figure 5.6. The patch is rotated 

with respect to Figure 5.5. A plated via is in the center of the cell and is white due to 

light coming from the back of the structure. The dimensions of the unit cell are shown in 

Figure 5.6, and these were used to simulate the structure in Ansys HFSS version 15. The 

eigenmode solver was used to simulate an infinite lattice of cells, and the dispersion 

results are shown in Figure 5.7. In the eigenmode solver the phase velocity angle is set 

and the low and high impedance curves are the results of a wave traveling along the 

principal axes of the unit cell. The 45 degrees curve is a surface wave with phase 

velocity that bisects the principal axes at 45 degrees. 

 

 

Figure 5.5:  Unit cell dimensions. The unit cell is anisotropic with side lengths of 

2mm and 6mm. A rectangular patch is centered in the cell. A via is represented by 

the circular area in the center of the unit cell. 

 

2mm

6mm

0.75mm
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Figure 5.6:  Photograph of a unit cell patch with measurements. The photograph is a 

zoomed-in and rotated version of the patch shown in Figure 5.1. 
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Figure 5.8 shows the frequency dependent surface impedance of the unit cell. For TM-

like surface waves the impedance can be calculated from the dispersion relation as 

follows:  
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k
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ZZ  . (5.6)  

Below 10 GHz the unit cell is nearly isotropic with surface impedance trending towards 

zero. The impedance of the 45 degree wave should lie between the low and high 

impedance directions, but at about 14.7 GHz this impedance rises above the high 

impedance direction. This is a region where the unit cell cannot be used. In experiment, 

it was difficult to get results above 14.1 GHz. At this frequency the dispersion of the 45 

degree curve is also starting to deviate from an ideal tensor impedance boundary 

condition. 

 

Figure 5.7:  Dispersion diagram for ring-mushroom unit cell. 
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5.3.2  Beam Shift Design and Measurement 

A surface was constructed using two adjacent sections that shift beams in 

opposite directions as illustrated in Figure 5.9. The total size of the surface was 

406.4×254mm. The long dimension was split so that each half shifted surface waves in 

opposite directions. Parallel incidence on the surface results in the beam splitting while 

series incidence causes shifting in one direction followed by a shift in the opposite 

direction. Series beam shifting is possible in either direction, but for parallel incidence 

the beam is only split for one incidence direction. 

 

 

Figure 5.8:  Impedance vs. frequency for ring-mushroom unit cell. 
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Figure 5.9:  Fabricated structure setup. 
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The unit cells were oriented 45 degrees with respect to the board as shown in 

Figure 5.10. This orientation allows the shift angle to be the same for parallel and series 

incidence. Due to their shape and rotation, the unit cells must be truncated at the 

boundary between the beam shifters. This truncation causes some deviation from the 

desired surface properties in this region, but experiments show that it does not 

significantly impact the results. Had it been necessary, a unit cell which does not need to 

be rotated could have been used but potentially at the cost of performance and 

bandwidth. 

 

The near field profile was measured by scanning a vertical probe 2mm above the 

surface. Data was taken at 2mm increments using an Agilent E5071C vector network 

analyzer. Magnetic radar absorbing material was placed around the edge of the 

substrate. Normalized field results are shown in Figure 5.11. The measured area is 

slightly smaller than the total board size, and the boundary between the beam shift 

sections is shown as a dotted line. The beam has phase fronts which are predominantly 

vertical and shifts downwards and then back upwards in the two sections. Some 

radiation is excited at the boundary and causes loss in surface wave power. The feed 

also excites radiation outside of the main beam which can be seen throughout the 

surface. The feed was constructed using a linear array of eight, in-phase, end-launch 

SMA connectors attached to a dielectric substrate. The elements were spaced at 1cm 

 

Figure 5.10:  Photograph of beam shifter setup. The dimension of the photographed 

section is approximately 35x20mm. 
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increments and launched a main beam forward with side lobes at other angles. 

 

From the near field measurements the beam shift angle can be obtained by hand 

by measuring the distance of the shift and the distance traveled. These measurements are 

plotted in Figure 5.12. The simulated response is calculated from the HFSS eigenmode 

simulation. The phase velocity is oriented 45 degrees with respect to the unit cell. The 

Poynting vector was obtained from the simulated fields and the beam shift angle is the 

difference between the phase velocity direction and Poynting vector. The simulated 

results show the same trend as the measured value. Differences may be due to 

manufacturing variability of the unit cells and the difficulty of determining the beam 

shift lengths when measuring by hand. Above 14.1 GHz the surface is difficult to 

measure because surface impedance goes up with frequency. At higher impedances the 

surface wave is more closely bound to the surface. The measurement probe is located 

2mm above the surface and a significant amount of power is below this height and in the 

substrate. Plane waves can also be excited above the substrate, and above 14.1 GHz, 

more plane waves are measured than surface waves. 

 

Figure 5.11:  Measured normalized near field for series incidence at 13.5 GHz. The 

dotted line marks the break between the beam shifters. 
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The theory curve in Figure 5.12 uses the analysis performed in [66]. Zxx and Zyy 

are taken from simulation (as plotted in Figure 5.8), and the orientation is set to 45°. 

From these assumptions the shift angle can be solved and this angle is plotted in Figure 

5.12. At low frequencies the theory closely matches the simulation but it deviates at 

higher frequencies. At higher frequencies the spatial dispersion of the structure is 

significant and the tensor impedance boundary condition no longer accurately models 

the surface. This phenomenon has been discussed for a similar unit cell [26, 27]. In this 

case, the surface exhibits larger beam shifts than the theory predicts. The approximate 

theory is solved from (5.5) and significantly underestimates the beam shift angle across 

the entire frequency range. 

 

5.3.3  Surface Scattering 

A surface scattering setup was used in parallel incidence. An H-plane sectoral 

horn was placed at the boundary between the beam shifters. A metal cylinder (radius = 

3.7cm) was placed on top of the surface and the surface profile was measured using the 

same near field scanning setup. The results from the beam splitting setup are shown in 

Figure 5.13. In Figure 5.14, a grounded 1.575mm thick slab of Rogers 5880 (εr = 2.2) 

was measured with the same metal cylinder present. The area beneath the cylinder could 

not be measured and is shown in black. The radius of the black region is 0.5cm larger 

 

Figure 5.12:  Beam shift angle results. The theory curve is solved from [66] and the 

approximate theory is from (5.5). 
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than the radius of the cylinder to ensure that the probe did not contact the cylinder. The 

phase fronts exiting the horn were not completely straight but the horn was preferred 

because it had less side lobes than the SMA splitter used for the series beam shift. In 

Figure 5.13 the incident beam is split and minimal surface wave power is scattered by 

the cylinder. Conversely, in Figure 5.14 the surface is isotropic and the beam directly 

hits the cylinder and scatters in all directions. The wavelength is longer on the isotropic 

surface because the structure has lower surface impedance. As discussed for the series 

beam shift, the shift angle is frequency dependent. At 13.5 GHz, as shown in Figure 

5.13, the incident beam mostly avoids the scattering object. However, at lower 

frequencies the shift angle decreases (as plotted in Figure 5.12). As the shift angle 

decreases the beams are directed more closely towards the scattering cylinder until the 

limit where the shift angle is zero and a single beam travels directly at the cylinder as 

shown in Figure 5.14. 

 

 

Figure 5.13:  Measured field results for beam splitting surface at 13.5 GHz. 
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5.5  Conclusion 

A surface was created that reduces scattering from an object by sending incident 

power in different directions. This type of structure could be used to shield regions on a 

surface from surface waves incident externally, or to prevent interference between two 

antennas on the same substrate. Similar patterning methods could be used for other 

applications such as reducing the radar cross section of an object or guiding power in a 

desired direction. 

Chapter 5 is based on and mostly a reprint of the following papers: R. Quarfoth, 

D. Sievenpiper, “Surface Wave Scattering Reduction Using Beam Shifters”, IEEE 

Antennas and Wireless Propagation Letters, vol.13, pp. 963-966, 2014; R. Quarfoth, D. 

Sievenpiper, “Anisotropic Surface Impedance Cloak”, IEEE Antennas and Propagation 

Symposium Digest, Chicago, IL, USA, July 8-14, 2012. 

 

 

Figure 5.14:  Measured field results for isotropic impedance surface at 13.5 GHz. 
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Chapter 6   Manipulation of Scattering 

Pattern Using Impedance Surfaces 

6.1  Overview 

Electromagnetic is relevant to multiple applications including imaging, 

communications, radar, and antenna design. The scattering characteristics of an object 

are predominantly determined by its shape and material. In this study, the scattering 

profile of a shape is altered by patterning anisotropic impedance surfaces onto the 

material. The scattered radiation from a rectangular object is altered as illustrated in 

Figure 6.1. When a rectangular surface is illuminated by a plane wave normal to one 

edge, it scatters the wave backwards towards the source. By patterning the object with 

impedance surfaces, this backwards radiation can be changed to a different angle.  

 

Various methods have been used to change the scattering pattern of an object. 

Transformation electromagnetics allows precise control of propagation and scattering of 

waves [58, 68]. Volumetric metamaterials were used to surround a cylindrical region 

and cloak it [59, 69]. Transformation media have also been used to rotate 

 

Figure 6.1:  Scattering manipulation. 
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electromagnetic fields [62, 70, 71], and shift beams [60, 61], along with many other 

applications. However, bulk metamaterials are generally electrically thick, narrow 

bandwidth, heavy, and difficult to fabricate. Thin metasurfaces are advantageous 

because they are light and easily fabricated. Surface impedance structures have been 

used to reduce the scattering cross section of various shapes [11, 72]. These mantle 

cloak structures work best on dielectrics (as opposed to metal), and cannot be easily 

applied to electrically large metallic structures. 

Impedance surfaces are an electromagnetic boundary condition that defines the 

relationship between electric and magnetic fields within the surface. Electrically thin 

surfaces can be modeled as impedance surfaces, and this allows electrically large 

surfaces to be modeled efficiently. Impedance surfaces have been used to alter the 

scattering of a coated metal cylinder [73], and further work has provided a method to 

coat arbitrary three-dimensional shape with impedance surfaces [74]. Various numerical 

and analytical techniques have also been studied for scattering from anisotropic 

impedance surfaces [75-77]. Impedance surfaces have also been used for antennas [1, 7, 

8], lenses [3, 78], transformation structures [66, 79], waveguides [14, 80], coatings for 

horns [10], and for surface wave suppression [28]. 

In this investigation, a rectangular metallic object is coated with a lossless 

anisotropic impedance surface, and the scattering is compared to an equivalent metal 

rectangle. The impedance surfaces that are used are called hard and soft surfaces, which 

have been analyzed previously [81, 82]. Hard surfaces support both transverse magnetic 

(TM) and transverse electric (TE) surface modes, while soft surface support neither. 

Hard and soft surfaces have been used in multiple ways to alter scattering properties 

[83-85]. In this case, the hard and soft surfaces are used in a novel setup where a false 

edge is created in the surface that scatters the incident wave as opposed to the real edges 

of the metal rectangle. The surface is patterned in two sequential sections where the 

incident region is a hard surface and the transmitted region is a soft surface. By 

patterning an angled discontinuity between the two regions, the incident wave scatters at 

an angle, and not back towards the source. This effect is achieved for both incident 

polarizations. 
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6.2  Scattering Design 

A side view of the scattering setup is shown in Figure 6.2. A finite rectangular 

surface is located in the XY plane, and a plane wave is incident on the surface at an 

angle θ. The rectangular surface is used because it has a simple scattering pattern with a 

single main lobe in the backwards direction. The surface is assumed to have thickness 

much less than the wavelength. The incident mode can have two polarizations, and any 

other polarization is a superposition of the two. The TMi polarization has magnetic field 

normal to the plane of incidence, and the TEi polarization has electric field normal to the 

plane of incidence. In each case, the subscript labels the modes as related to the incident 

wave. 

 

For each incident polarization, a corresponding surface wave is excited with 

similar field polarizations. However, these surface waves are distinct from the incident 

plane wave, and they are also illustrated in Figure 6.2. Surface wave modes are excited 

on the surface due to the incident radiation. On metals these are the standard surface 

currents that exist in the presence of electromagnetic fields. On textured surfaces, 

surface waves propagate bound to the surface [28]. TM surface wave modes have 

magnetic field perpendicular to the direction of propagation, and TE modes have electric 

field perpendicular to the direction of propagation. The orientation of the electric and 

magnetic field components are the same in the respective surface wave modes and 

incident plane waves. However, the relative magnitude and phase of each field 

component are not the same. For surface modes the subscript is removed, and we will 

subsequently refer to both the incident polarization and the corresponding surface mode 

 

Figure 6.2:  Mode polarizations of incident radiation and surface waves. 
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generally as TM or TE with no subscript. 

For a flat metal surface, a significant portion of the incident wave is 

geometrically reflected, and this generates large scattering in the forward direction. In 

this study we are primarily concerned with the scattering in the backwards direction 

towards the source. Along with the geometrical reflection, the TM and TE polarizations 

scatter from the back and front of the surface respectively as shown in Figure 6.3. This 

edge scattering is what predominantly contributes to the backwards scattering pattern. A 

perfect magnetic conductor would have the opposite setup with TM scattering off the 

front and TE scattering off the back. 

 

The plane wave is incident at an elevation of θ as seen in Figure 6.2 and Figure 

6.3. In the azimuthal direction the wave is incident at an angle ϕ=0 as seen in Figure 6.4.  

 

The rectangular metal surface has maximum backwards scattering (90° ≤ ϕ ≤ 

270°) at ϕ = 180°. For each polarization, the surface can be patterned in order to redirect 

 

Figure 6.3:  Scattering from metal rectangle. For an incident plane wave, TE-

polarized waves scatter from the front and TM waves scatter from the back. 

 

 

Figure 6.4:  Top view of scattering setup. 
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this backwards scattered lobe. A false edge is created by patterning a discontinuity in 

surface impedance at an angle so that the scattering occurs at this angle instead of back 

towards the source. The ideal setup for each polarization is shown in Figure 6.5. For TM 

waves the front edge is perfect electric conductor (PEC) and the back perfect magnetic 

conductor (PMC) so that neither edge scatters the incident wave. The boundary between 

the two regions is at an angle, ψ, and the scattered waves are maximum at ϕ = 180°-2ψ. 

This new scattering peak is due to the geometric reflection from the false edge as 

illustrated in Figure 6.5. For TE waves, the ideal setup is reversed with PMC in front 

and PEC at the back.  

 

The ideal isotropic setups cannot be achieved simultaneously, but an anisotropic 

setup can be created using hard and soft surfaces as shown in Figure 6.5. Hard surfaces 

allow both TM and TE waves to propagate. The incident region uses a hard surface so 

that the incident wave does not reflect from the front edge of the structure. The hard 

surface will also support bound surface waves as illustrated in Figure 6.2. Therefore, the 

soft surface patterned in the transmitted regions serves two purposes. First, the soft 

surface prevents reflection off the back edge of the rectangle, and second, the soft 

surface reflects surface waves propagating from the incident region. The surface waves 

reflect at an angle due to the angled boundary between the incident and transmitted 

regions. 

Real hard and soft surfaces are anisotropic and are not exactly modeled by PEC 

and PMC. Section 6.3 discusses the unit cells used to make the hard and soft surface and 

 

Figure 6.5:  Ideal setup to prevent scattered radiation back towards the source. 
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presents simulations showing the material properties of these materials. The ideal (using 

PEC and PMC as illustrated in Figure 6.5) scattering structure was simulated using 

Ansys HFSS version 15. The surface was 400mm wide and 200mm long, and the 

boundary between PEC and PMC regions had angle of ψ = 21.8°. The surface was 

excited by a near-grazing plane wave at an elevation of θ=70°. The backwards 

directivity at θ=70° is plotted in Figure 6.6. 

 

As expected, the PEC surface reflects each incident wave strongly back towards 

the source at ϕ=180°. The patterned surfaces have relatively low scattering at ϕ=180° 

(around ˗7dB). Instead, the largest scattering peak is located at 136 degrees, which 180°-

2ψ, as predicted by geometrical reflection. By changing the angle of the boundary 

between PEC and PMC, the scattered lobe can be moved to other angles. The directivity 

at ϕ=180° is reduced for each polarization by more than 10 dB.  

 

6.3  Unit Cell Design and Simulation 

In the idealized simulation of the structure, the PEC and PMC regions are both 

isotropic. In a realized version this is not possible, and each region is instead created 

with anisotropic impedance surfaces. Anisotropic impedance surfaces can be built by 

 

Figure 6.6:  Backward scattering of ideal setup. 
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using periodic structures [7, 52]. The unit cell geometries are shown in Figure 6.7. 

Dimensions of the cells are chosen for optimized results near 15 GHz. In each case, the 

substrate is grounded Rogers 5880 with thickness 1.575mm. Each unit cell has an 

identical copper patch that is rotated in the two cells. Periodic dipole patches on a 

grounded dielectric have been used previously to create hard and soft surfaces [43, 86]. 

In this case the transmitted region unit cell has a plated metal via in order to suppress 

surface wave propagation [28]. The plane wave is incident in the x-direction to the unit 

cells, and for this orientation the incident and transmitted cells will be hard and soft 

respectively. For waves incident in the y-direction, the incident and transmitted regions 

switch to become soft and hard respectively. This is due to the anisotropy of the unit 

cell. 

 

The properties of the unit cells were simulated using HFSS. Normal incidence 

reflection and surface wave propagation were both simulated in order to ensure that the 

scattering characteristics are correct for incidence angles from normal to grazing. The 

presence of the via does not have an effect on normal incidence reflection. The 

simulated reflection phase of each unit cell is shown in Figure 6.8. The blue curve 

shows the reflection for the electric field parallel to the long dimension of the patch. 

This is the orientation for the incidence region under TE illumination and the 

transmitted region under TM illumination.. At 15.4 GHz, the unit cell has a reflection 

 

Figure 6.7:  Top View of unit cell geometries. (a) shows the unit cell for the incident 

region and (b) shows the unit cell for the transmitted region. 
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phase of 0 degrees which implies that it acts as PMC around this frequency range. The 

range where the reflection phase is between -90 degrees and 90 degrees is from 12.4-

18.3 GHz. The red curve shows the reflection phase for electric field parallel to the short 

dimension of the patch. This is the setup for the incidence region under TM illumination 

and the transmitted region under TE illumination. At 15.4 GHz, the reflection phase is 

111 degrees. From 12.4-18.3 GHz, the reflection phase varies from 128 degrees to 92 

degrees. PEC has a phase delay of 180 degrees. The phase delay of the red curve would 

be closer to 180 degrees if a thinner substrate was used, but at the cost of narrower 

bandwidth (of the PMC reflection). Measurement results presented in Section 6.4 show 

that these properties are sufficient to obtain good scattering results. 

 

Surface wave propagation on each unit cell was simulated using the Eigenmode 

solver of HFSS. The results for the incident region unit cell are shown in Figure 6.9. For 

both TM and TE modes, the desired index value is one, and this represents PEC and 

PMC respectively. When the index is one, reflection off the front edge is minimized for 

both polarizations. As the index deviates from one, reflection increases. The effective 

 

Figure 6.8:  Reflection phase of unit cells. In the blue curve the electric field is 

parallel to the long patch dimension. The red curve has electric field parallel to the 

short dimension of the patch. 
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surface index can be directly related to the surface impedance [7]. The simulated TM 

mode has low index over a broad bandwidth. The TE mode has a cutoff at 15.2 GHz. 

Bound surface wave moves are not supported below this frequency, and the surface 

impedance is not defined. However, leaky modes are supported below cutoff, and modes 

in this region have effective index below one. The TE mode has an index of one at 

cutoff, and the index quickly rises with frequency. 

 

The dispersion characteristics of the transmitted-region unit cell are shown in 

Figure 6.10. The dispersion of both TM and TE modes are shown along with the 

dispersion of light in a vacuum. Bound surface waves only exist below the light line. A 

surface wave bandgap exists between the top of the TM mode at 11.8 GHz and the 

cutoff of the TE mode at 23 GHz. Surface propagation cannot occur within the bandgap, 

so surface waves from the incident region will be reflected from the transmitted region 

for both TM and TE modes. Since the boundary is angled, these reflected surface waves 

will not scatter back towards the source. Along with surface wave scattering, the 

incident plane wave scatters directly from discontinuity between the incident and 

transmitted regions. 

 

Figure 6.9:  Surface index of TM and TE surface waves on incident region. 

 

10 11 12 13 14 15 16 17 18 19 20
1

1.1

1.2

1.3

1.4

1.5

Frequency (GHz)

In
d
e
x

 

 

TM Mode

TE Mode



 

 

115 

 

 

6.4  Scattering Measurement 

A surface was fabricated using the design discussed in Section 6.2 and the unit 

cells discussed in Section 6.3. The surface was 400×200mm (100×50 unit cells), and the 

angled discontinuity was at ψ = 21.8°. Unit cells were patterned above and below a 

ground plane, and the substrate was Rogers 5880 with a thickness of 1.575mm (making 

a total surface thickness of 3.15mm). Simulation showed that for TM incidence only the 

top surface of the rectangle needed to be patterned. However, for TE incidence, the 

surface needed to be patterned on both top and bottom in order to maximally reduce the 

backwards scattering. A photograph of the fabricated surface is shown in Figure 6.11. 

 

Figure 6.10:  Unit cell dispersion of transmitted section. 

 

100 200 300 400 500 600 700
5

10

15

20

25

30

k (m-1)

F
re

q
u
e
n
c
y
 (

G
H

z
)

 

 

TM Mode

TE Mode

Light



 

 

116 

 

The structure was measured under TM and TE illumination. Two KU band 

pyramidal horns were used as sources and S21 between the horns was measured using 

an Agilent E5071C VNA. The operating band of each horn was 12.4-18 GHz with a 

TE10 cutoff at 9.5 GHz and a TE20 cutoff at 19.0 GHz. The measurement was performed 

in an anechoic chamber. Microwave absorbing foam was placed between the two horns 

in order to prevent direct coupling as seen in Figure 6.12. Without this foam, significant 

(a)  

(b)  

Figure 6.11:  Fabricated patterned rectangular surface. (a) shows a full view of the 

surface and (b) shows a zoomed-in version. 

 



 

 

117 

coupling occurred for the TE polarization. Each horn was placed at an incident angle of 

θ = 70° and ϕ = 180°. The surface was mounted on a pedestal which rotated with respect 

to the horns. At each rotation, the scattering transmission was measured. Note that this is 

a different setup from the results in Figure 6.6 where the directivity of scattered 

radiation was simulated using a fixed source and sample. 

 

The measured TM and TE scattering at 15 GHz is shown in Figure 6.13. For 

each polarization, the patterned surface is compared to a metal surface of the same 

dimensions, and S21 is plotted with respect to the angle of the surface. At an angle of 

180°, the incident wave is normal to the surface. At this angle, the metal has large 

scattering for both TM and TE illumination. At all other angles the metal has low 

scattering (note that at angles 90° and 270° the wave is incident normally to the short 

side of the rectangle). For the patterned surface, both TM and TE scattering is reduced 

by more than 10 dB at 180°. This was the goal of the design. A new scattering peak is 

located at 158° due to the angled boundary, where 158° = 180°-ψ. In Figure 6.6 the plot 

is of the directivity of the scattered radiation, so the peak is at 180°-2ψ. 

 

Figure 6.12:  Measurement Setup. A second identical horn antenna is located on the 

far side of the foam barrier. The absorbing foam is used to reduce coupling between 

the horns. 
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(a)  

(b)  

Figure 6.13:  Measured scattering transmission vs. rotation angle of the surface. (a) 

shows the scattering for TM incidence and (b) shows the scattering for TE incidence. 

Only backwards scattering is shown. 
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For TM incidence, surface waves are supported in many directions along the 

surface and extra scattering peaks are generated due to reflections within the surface. 

For TE incidence, surface waves are only supported in the forward direction and only a 

single scattered peak is generated. The magnitude of the TE scattered peak is relatively 

lower because power is launched more strongly at other elevation angles. Measurements 

at a near-grazing elevation angle of θ = 80° were also performed (these results are not 

shown). The results were similar to the θ = 70° except the metal sheet has minimal 

reflection for TM incidence. This is because at grazing incidence, a metal sheet will not 

reflect the TM polarization at any elevation. 

The transmission-reduction between the patterned and metal surfaces is shown in 

Figure 6.14. The vertical-axis shows the difference in S21 between the patterned surface 

and the metal surface in the normal-incidence orientation (θ = 70° and ϕ = 180°). The 

peak reduction in scattering is around 15 GHz where reflection phase is near 180° for 

the PMC regions (as seen in Figure 6.8), and where the index equals one for the TE 

mode in the incident region (as seen in Figure 6.9). Above 19 GHz both TM and TE 

polarizations show increased scattering as compared to the metal surface. At 10 GHz, 

the reduction in TE scattering is approaching zero, while the TM mode still shows a 

reduction in scattering of nearly 10dB. However, as seen in Figure 6.13, a small 

scattered peak exists at 189° for TM illumination. At 15 GHz, this peak is more than 10 

dB below the metal peak, but from 12 to 10 GHz, the peak rises to the same height as 

the metal peak. Accounting for this second scattering peak, the bandwidth of patterned 

surface is similar for TM and TE illumination. For each polarization, backwards 

scattering is reduced over multiple GHz around the design frequency of 15 GHz. 
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6.5  Conclusion 

A rectangular surface was patterned with anisotropic impedance surfaces in 

order to alter the backwards scattering as compared to a metal conductor. The effect was 

achieved by placing an angled boundary in the patterned surface that reflects incident 

waves in a different direction. The structure has two different regions on either side of 

the boundary. The incidence region was a hard surface and the transmitted region was a 

soft surface. Using reconfigurable or tunable structures, the surface could be 

electronically adjusted to reflect to different angles. Similarly, the frequency where the 

peak reduction occurs could be electronically controlled. This type of structure would 

allow a designer to set the scattering characteristics of the object based on the 

environment and adjust the characteristics dynamically. 

 

 

Figure 6.14:  Measured reduction in backwards scattering. The scattering is the 

difference between the patterned surface and the metal surface. 

 

10 12 14 16 18 20
-15

-10

-5

0

5

10

Frequency (GHz)

P
a
tt

e
rn

e
d
 C

o
m

p
a
re

d
 t

o
 M

e
ta

l 
S

u
rf

a
c
e
 (

d
B

)

 

 

TM

TE



 

 121 

 

Chapter 7  Conclusion 

7.1  Summary of Work 

This thesis presents an investigation into the theory and applications of 

anisotropic artificial impedance surfaces.  

Chapter 2 reviews the fundamental properties of anisotropic impedance surfaces. 

The surfaces are modeled as a 2×2 boundary condition which relates the electric and 

magnetic fields on the surface. Periodic unit cells can be used to physically realize the 

surfaces, and the HFSS eigenmode simulator is used to analyze the properties. An 

example of rectangular and diamond unit cells are presented which show how the unit 

cell can be patterned to achieve a desired anisotropic tensor impedance. 

Chapter 3 presents an in depth analysis of unit cell geometries. Multiple different 

designs are tested in order to observe the limitations of bandwidth and anistropy. A ring-

mushroom unit cell gives the best performance. More generally it is shown that larger 

thickness and higher permittivity lead to improved performance. It is also discussed that 

anisotropic impedance surface must be used at frequencies where only a single mode is 

supported. Otherwise, modes interfere and give erroneous results. 

Chapter 4 analyzes anisotropic surface impedance waveguides. It is shown that 

the surface can be patterned such that a confined waveguide mode is supported and 

propagates bound within this region. The dispersion relation of surface wave 

waveguides is analyzed using a ray optics method and shown to match simulation and a 

fabricated structure. Analysis and measurements of a curved structure and bending 

losses is also performed.   

Chapter 5 presents a surface wave beam splitter which can reduce the surface 

wave scattering from an object on the surface. The beam splitter is created from two 

adjacent beam shifters. A cloaking structure is also shown in simulation that splits apart 
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the surface wave and the recombines it in phase on the far side of a cloaked region. 

Chapter 6 presents a surface patterning technique that has the ability to alter the 

scattering properties of an object. By patterning a rectangular surface with an artificial 

angled boundary, the backwards scattering from the surface can be significantly 

reduced. 

 

7.2  Future Work 

Current impedance surface applications generally use square, rectangular, or 

hexagonal unit cells because they are most easily patterned together to make large 

shapes. However, limiting a design to a single unit cell size can significantly reduce the 

range of obtainable surface impedances. By patterning with continuously varying unit 

cell dimensions, it may be possible to more accurately achieve a desired impedance 

profile across a surface. This would more easily allow structures where the impedance 

varies gradually and continuously across the surface. In these cases, the unit cell sizes 

and geometries could be changed with position in order to improve the pattern. In order 

to perform this patterning technique, algorithms are being developed that automatically 

pattern unit cells based on the impedance surface. 

In this thesis, each design was static and operated in a single state. For practical 

implementations, impedance surfaces can be made reconfigurable or tunable by using 

switches, varactors, tunable materials, or other methods. This would allow each design 

to operate over different frequency bands or in different settings. For instance, the 

impedance surface waveguides could be switched to connect different elements on a 

surface at a different time. In the same way, the beam shifter could be tuned to different 

frequencies depending on the source of incoming radiation. For the radar scattering 

surface, the angle of scattered radiation could be changed if the surface is rotated or if 

the source changes position. However, in any case, the cost and design challenges of an 

active surface are generally increased as compared to the static and passive surface 

presented in this thesis.  
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