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Estimation and Control of Systems with Multiplicative Noise via
Linear Matrix Inequalities

Weiwei Li, Emanuel Todorov and Robert E. Skelton

Abstract— This paper deals with the estimation and control
problem constrained to multiplicative noise for linear discrete-
time systems. First, the design of the state feedback controller,
such that the closed loop system is mean square stable, is
presented. Second, the sufficient conditions for the existence
of the state estimator are also provided; these conditions are
expressed in terms of linear matrix inequalities (LMIs), and
the parametrization of all admissible solutions is addressed.
Finally an estimator design approach is formulated using
LMIs, and the performance of the estimator is examined by
means of the numerical examples.

I. I NTRODUCTION

The filtering and control problem for the systems with
multiplicative noise has recently received a great deal of
attentions, and has found applications in many fields of
sciences and engineering. Different from the traditional
additive noise, multiplicative noise is more practical, since it
allows the statistical description of the multiplicative noise
be not knowna prior but depend on the control and state
solution. Such models are found in many physical systems,
such as signal processing systems [2], biological movement
systems [4], [13], [14], [15], [16] and aerospace engineering
systems.

One important benefit of the multiplicative noise in a lin-
ear control problem is that the controllers for multiplicative
systems appear robust. This is in contrast to LQG theory,
where the minimum variance occurs at infinite control gain,
which renders the solution of problem unstable. Therefore,
the multiplicative noise system has a significant effect on
the robustness of the overall control system [3], [6], [7],
[12].

So far, many researchers have been working on various
kinds of analysis of filtering and control in systems with
multiplicative noise, and there have been several approaches
for dealing with this problem, including the linear matrix
inequality approach [2], [3], the Riccati difference equation
method [9], [14], [16], and the game theoretic approach
[8]. Since this model reflects more realistic properties in
engineering, a complete theory which includes control and
estimation should be developed.
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This paper focuses on the study of estimation problem
for multiplicative noise system using LMIs. Reference [3]
devised an LMI approach to the robust control of stochastic
systems with multiplicative noise. In [5] we study the
state estimation with signal-dependent noise model for the
continuous time systems. The contribution of this paper is
to propose an LMI method to cope with the estimation
problem for the discrete time systems with multiplicative
noise. We shall show that a mild additional constraint for
scaling will make the problem convex.

The paper is organized as follows. In section II the filter-
ing and control problem for discrete time system subject to
multiplicative noise is formulated. The design of the state
feedback controller is developed in section III. In section
IV, the sufficient conditions for the existence of the state
estimator are given, and an algorithm for the filtering design
is derived which guarantees the performance requirement.
Section V presents two numerical examples, and some
concluding remarks are drawn in section VI.

Throughout the paper, the notation used is fairly standard.
The transpose of a real matrixA is denoted byAT ; for
symmetric matrix, the standard notation> 0 (≥ 0) is used
to denote positive definite matrix (positive semi-definite
matrix), and the notation< 0 (≤ 0) is used to denote
negative definite matrix (negative semi-definite matrix);ε∞
is used to denotelimt→∞ε(·), where ε(·) denotes the
expectation. We also denote byB⊥ any matric such that
B⊥B = 0.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the following discrete time system with state
space representation

xk+1 = (Ak + As,kηk)xk + (Bk + Bs,kεk)uk + Dkωk,

zk = (Hk + Hs,kζk)xk + vk, (1)

yk = Ckxk,

where xk ∈ Rnx is the state variable,zk ∈ Rnz is the
measurement output;yk ∈ Rny is the output of interest
for performance evaluation;ωk ∈ Rnw and vk ∈ Rny are
the process and measurement noises;ηk, εk andζk are the
multiplicative noises;Ak, As,k, Bk, Bs,k,Dk,Hk,Hs,k and
Ck are constant matrices which have proper dimensions.
The independent random variableωk, vk, ηk, εk andζk have
zero-mean gaussian distributions with covariancesW,V ,
andΩη = Ωε = Ωζ = I respectively.

Here we consider the following problems. First, we look
for the state feedback control lawuk = Kxk such that
the closed loop system (1) is mean square stable. And we



will determine if there exists a control gain K such that
ε∞{yT

k yk} < µ is satisfied for the givenµ.
Second, we consider (1) whereBk and Bs,k are zero.

The objective is to design a linear filter with the state space
representation

x̂k+1 = Akx̂k + F (zk − Hkx̂k), (2)

ŷk = Ckx̂k, (3)

where x̂k is the unbiased estimate of the statexk, F is
the filter gain to be determined such that(Ak − FHk) is
asymptotically stable, and the estimation error has covari-
ance less than a specified matrix. The estimation error is
x̃k = xk − x̂k, and the estimation error system is given by

x̃k+1 = (Ak − FHk)x̃k + ω̄k, (4)

ỹk = Ckx̃k, (5)

where

ω̄k = Dkωk + As,kηkxk − FHs,kζkxk − Fvk, (6)

and ỹk denotes the estimation error of particular interests.
In this paper we will explore the existence condition of the
state estimator. We will be able to provide the sufficient
conditions for the existence of the state estimator based
on Linear Matrix Inequalities (LMIs). The key idea of this
filtering problem is to find the estimatêxk of xk such that
the performance criterionε∞{ỹkỹT

k } < Ω is satisfied for
the givenΩ.

III. STATE-FEEDBACK CONTROLLER DESIGN

Consider the system (1) wherezk is excluded, the state-
feedback control law is the formuk = Kxk, now the closed
loop system is the following

xk+1 = (Ak + BkK)xk + (As,kηk + Bs,kKεk)xk + Dkωk,

yk = Ckxk. (7)

We first find the state feedback control gain K such that the
closed loop system is mean square stable. Assuming that
the upper bound of state covariance matrix associated with
system (7) exists, which is described asX ≥ ε∞{xkxT

k },
it should satisfy the following Lyapunov inequality

(Ak + BkK)X(Ak + BkK)T − X + As,kXAT
s,k

+ Bs,kKXKT BT
s,k < 0. (8)

Theorem 1:There exists a state feedback controller gain
K such that the closed loop system (7) is mean square stable
if, and only if, there exist a symmetric positive definite
matrix X and a matrixL such that








X AkX + BkL As,kX Bs,kL
XAT

k + LT BT
k X 0 0

XAT
s,k 0 X 0

LT BT
s,k 0 0 X









> 0.

(9)
And the corresponding feedback control gain is given by
K = LX−1.

Proof: With the change of variableL := KX, (8) can
be written as

(AkX + BkL)X−1(Ak + BkL)T − X + As,kXAT
s,k

+ Bs,kLX−1LT BT
s,k < 0.

Utilizing the Schur complement formula, the above in-
equality can be immediately written as (9).

Theorem 2:For a given scalarµ > 0, if there exist a
symmetric positive definite matrixX and a matrixL such
that (9) is satisfied and

trace[CkXCT
k ] < µ, (10)

then there exists a state feedback controller gain K such
that the closed loop system (7) is mean square stable and
ε∞{yT

k yk} < µ. And the corresponding feedback control
gain is given byK = LX−1.

Proof: The result follows from Theorem 1 and

ε∞{yT
k yk} = trace[Cε∞{xkxT

k }C
T ]

< trace[CkXCT
k ] < µ,

which concludes the proof.

IV. F ILTER DESIGN

A. Existence Condition

To solve the filter design, we will consider the augmented
adjoint system. Combining the filter (2) and the estimation
error dynamics (4), it yields

xk+1 = Axk + Nηkxk + Hζkxk + Dwk, (11)

where

xk =

(

x̃k

x̂k

)

, wk =

(

ωk

vk

)

, (12)

A =

(

Ak − FHk 0
FHk Ak

)

= A0 + B0FC0, (13)

N =

(

As,k As,k

0 0

)

, (14)

H =

(

−FHs,k −FHs,k

FHs,k FHs,k

)

= B0FG0, (15)

D =

(

Dk −F
0 F

)

= D0 + B0FE0, (16)

A0 =

(

Ak 0
0 Ak

)

, B0 =

(

−I
I

)

, (17)

C0 =
(

Hk 0
)

, D0 =

(

Dk 0
0 0

)

, (18)

G0 =
(

Hs,k Hs,k

)

, E0 =
(

0 I
)

. (19)

We start by defining the upper bound of the state covari-
ance matrix of system (11) as

X ≥ ε∞{xkx
T
k }, (20)

if it exists, it should satisfy the following Lyapunov inequal-
ity:

0 > AXAT −X + NXN T + HXHT + DWDT , (21)



whereW =

(

W 0
0 V

)

is symmetric and positive defi-

nite. Substitution of (13), (15)-(19) into the above inequal-
ity, yields

0 > (A0 + B0FC0)X (A0 + B0FC0)
T −X

+NXN T + (B0FG0)X (B0FG0)
T

+(D0 + B0FE0)W(D0 + B0FE0)
T . (22)

Lemma 1:The inequality (22) can be rewritten in a form

ΓFΛ + (ΓFΛ)T + Θ < 0, (23)

where

Θ =









−X + NXN T 0 A0X D0W
0 −X 0 0

XAT
0 0 −X 0

WDT
0 0 0 −W









, (24)

Γ =









B0

0
0
0









, (25)

Λ =
(

0 G0X C0X E0W
)

. (26)

Proof: We start by using the Schur complement, the
inequality (22) can be written as









−X + NXN T (B0FG0)X AX DW
X (B0FG0)

T −X 0 0
XAT 0 −X 0
WDT 0 0 −W









< 0,

whereA is defined in (13),D is defined in (16). Utilizing
the structure of the above matrix and substituting (24) into
the above inequality, it obtains

Θ +









B0

0
0
0









F
(

0 G0X C0X E0W
)

+

(









B0

0
0
0









F
(

0 G0X C0X E0W
)

)T

< 0,

With the use ofΓ and Λ given in (25)-(26), the above
condition can be equivalently written as (23).

It is important to notice that the filtering design problem
has been converted into looking for the solution of F in the
inequality (23). In order to find the existence conditions
of the state estimator and the parametrization of all the
solutions, the following lemma will be introduced from
[11].

Lemma 2 (Finsler’s Lemma):Let x ∈ R
n, Θ = ΘT ∈

R
n×n, Γ ∈ R

n×m andΛ ∈ R
k×n. Let Γ⊥ be any matrix

such thatΓ⊥Γ = 0. Let ΛT⊥

be any matrix such that

ΛT⊥

ΛT = 0. The following statements are equivalent:

(i) xT Θx < 0, ∀ΓT x = 0,Λx = 0 x 6= 0. (27)

(ii) Γ⊥ΘΓ⊥
T

< 0, (28)

ΛT⊥

ΘΛT⊥
T

< 0. (29)

(iii ) ∃µ1, µ2 ∈ R : Θ − µ1ΓΓT < 0, (30)

Θ − µ2Λ
T Λ < 0. (31)

(iv) ∃F ∈ R
m×k : ΓFΛ + (ΓFΛ)T + Θ < 0. (32)

Note that Finsler’s Lemma can be applied to obtain LMI
formulations in control and estimation theory. By applying
the Finsler’s lemma, we obtain the following theorem.

Theorem 3:The condition (28) and (29) are equivalent
to the following statement: there exist symmetric positive
definite matricesX , P ∈ R

2nx×2nx that satisfy

XP = I, (33)

B⊥

0 (A0XAT
0 −X + NXN T + D0WDT

0 )B⊥
T

0 < 0, (34)








0
GT

0

CT
0

ET
0









⊥







−P + PNXN T P 0 PA0 PD0

0 −P 0 0
AT

0 P 0 −P 0
DT

0 P 0 0 −W−1









·









0
GT

0

CT
0

ET
0









⊥
T

< 0. (35)

Proof: According to Lemma 1 and Finsler’s Lemma,
we substitute the following matrix

Γ⊥ =









B0

0
0
0









⊥

=









B⊥
0 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I









and (24) into (28), it yields








B
⊥

0 (−X + NXN
T )B⊥

T

0 0 B
⊥

0 (A0X ) B
⊥

0 D0W

0 −X 0 0

XA
T

0 B
⊥

T

0 0 −X 0

WD
T

0 B
⊥

T

0 0 0 −W









< 0.

A Schur complement of this matrix is
(

B
⊥

0 (A0XA
T

0 −X + NXN
T + D0WD

T

0 )B⊥
T

0 0
0 −X

)

< 0,

which is equivalent to (34) andX > 0. Furthermore, noting
that

ΛT⊥

=









0
GT

0

CT
0

ET
0









⊥







X−1 0 0 0
0 X−1 0 0
0 0 X−1 0
0 0 0 W−1









,

defining X−1 = P , and substituting (24) and the above
matrix into (29), (35) can be verified which completes the
proof.



The previous theorem provides the existence condition
for the state estimator, and the characterization given in
Theorem 3 is necessary and sufficient. However, we intro-
duce a nonconvex constraintXP = I, which makes the
problem more difficult to solve. The next theorem shows
how to rewrite these conditions into convex constraints by
using Finsler’s Lemma again.

Theorem 4:There exists a state estimator gain F to solve
(21) if there exist a symmetric matrixP ∈ R

2nx×2nx and
µ1 < 0, µ2 < 0 ∈ R that satisfy

P > 0, (36)












−P PA0 PN PD0 PB0

AT
0 P −P 0 0 0

N T P 0 −P 0 0
DT

0 P 0 0 −W−1 0
BT

0 P 0 0 0 µ1I













< 0, (37)

















−P 0 PA0 PD0 0 PN
0 −P 0 0 GT

0 0
AT

0 P 0 −P 0 CT
0 0

DT
0 P 0 0 −W−1 ET

0 0
0 G0 C0 E0 µ2I 0

N T P 0 0 0 0 −P

















< 0.

(38)

Proof: The result follows from Theorem 3 and the
Finsler’s Lemma. We note that the inequality (34) holds if,
and only if,

A0XAT
0 −X + NXN T + D0WDT

0 − µ1B0B
T
0 < 0

holds for someµ1 < 0 by Finsler’s Lemma. Applying the
congruence transformation

X−1(A0XAT
0 −X+NXN T +D0WDT

0 −µ1B0B
T
0 )X−1 < 0,

with P := X−1 > 0 and the Schur complement, (37) can
be verified.

If the inequality (35) holds, it is equivalent to the exis-
tence of aµ2 < 0 such that









−P + PNXN T P 0 PA0 PD0

0 −P 0 0
AT

0 P 0 −P 0
DT

0 P 0 0 −W−1









−µ2









0
GT

0

CT
0

ET
0









(

0 G0 C0 E0

)

< 0.

Applying Schur complements twice, it obtains (38) which
is the desired conclusion.

Since the inequality (37) and (38) are LMIs, the existence
of a feasible solution for the state estimator is a convex
problem which can be solved with the use of many available
algorithms.

B. Filter Design

In the previous section, a sufficient LMI condition for
checking the existence of state estimator has been given.
Here it is dedicated to provide the conditions that guarantee
the additional closed loop system performance. We will
determine a state estimator F such that the performance
criterion, ε∞{ỹkỹT

k } < Ω, is satisfied. The fundamental
algorithm that enables us to solve the filtering problem is
derived from the following theorem.

Theorem 5:There exists a state estimator gain F such
that ε∞{ỹkỹT

k } < Ω if there exist a positive definite
symmetric matrixP ∈ R

2nx×2nx andµ1 < 0, µ2 < 0 ∈ R

that satisfy (37), (38) and
(

Ω C̄k

C̄k
T

P

)

> 0, (39)

where
C̄k = Ck

[

I 0
]

. (40)

All the solutions F are given by

F = −R−1ΓT ΦΛT (ΛΦΛT )−1 + S1/2L(ΛΦΛT )−1/2,
(41)

where

S = R−1 − R−1ΓT [Φ − ΦΛT (ΛΦΛT )−1ΛΦ]ΓR−1. (42)

L is an arbitrary matrix such that‖L‖ < 1 and R is an
arbitrary positive definite matrix such that

Φ = (ΓR−1ΓT − Θ)−1 > 0, (43)

and

Θ =









−P−1 + NP−1N T 0 A0P
−1 D0W

0 −P−1 0 0
P−1AT

0 0 −P−1 0
WDT

0 0 0 −W









,

Γ =









B0

0
0
0









,

Λ =
(

0 G0P
−1 C0P

−1 E0W
)

.

Proof: We know that

ε∞{ỹkỹT
k } = Ck ε∞{x̃kx̃T

k } CT
k = C̄kX C̄k

T
< Ω,

where the state covariance matrixX is defined in (20) and
C̄k is given in (40). With the definitionP := X−1 > 0,
the inequality (39) can be manipulated by using the Schur
complement. And the proof for solving F follows a similar
approach in [11].

We observe that the optimization approach proposed in
this theorem is a convex programming problem stated as
LMIs, which can be solved by efficient methods.

V. NUMERICAL EXAMPLE

In order to determine the applicability of the method, two
examples to solve for the system design are presented next.
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Fig. 1. Four mass mechanical system with springs and dampers

A. Four Mass Mechanical System

Consider the four mass mechanical system with springs
and dampers depicted in Fig. 1. The discrete-time system
dynamics is described in the following state space form

xk+1 =

[

I ∆I

−∆M−1K I − ∆M−1G

]

xk+

[

0
∆M−1D

]

ωk,

(44)
with the measurement

zk = (H + Hsζk)xk + vk, (45)

and the desired output

yk = Cxk, (46)

where

M =









m1 0 0 0
0 m2 0 0
0 0 m3 0
0 0 0 m4









, G =









b1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 b5









,

K =









k1 + k2 −k2 0 0
−k2 k2 + k3 −k3 0
0 −k3 k3 + k4 −k4

0 0 −k4 k4 + k5









,

D =

[

1 0 0 0
0 1 0 0

]T

, C = H,

H =

[

1 0 0 0 0 0 0 0

0 0 k4

m4

−k4+k5

m4

0 0 0 − b5
m4

]

,

Hs =

[

0.5 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

]

,

and

m1 = m2 = m4 = 1, m3 = 2, b1 = 5, b5 = 2,

k1 = k3 = k4 = 1, k2 = 2, k5 = 4.

Note that ωk, vk and ζk are uncorrelated zero mean
Gaussian white noise sequences with unity covariance. And
∆ is the time step (0.01sec). The performance criterion for
the filter design is[ε∞{ỹkỹk

T }]i,i < Ω whereΩ = 0.01.
Fig. 2 and 3 demonstrate the performance of the filter

introduced in this paper, where the error of each state vari-
able is plotted. The simulation result shows that the output
covariance of the estimation error are[ε∞{ỹkỹk

T }]1,1 =
0.001, [ε∞{ỹkỹk

T }]2,2 = 0.0005, which satisfy the design
requirement, since both of0.001 and0.0005 < 0.01.
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Fig. 2. Estimation error (from state 1 to 4)
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Fig. 3. Estimation error (from state 5 to 8)

B. Biomechanical Hand Movement System

Consider the hand modelled as a point mass (m = 1kg)
whose one-dimensional position at time t is p(t), and the
velocity at time t is v(t). The combined action of all
muscles is represented with the force f(t) acting on the
hand. The control signal u(t) is transformed into force by
adding control-dependent noise and applying a second order
muscle-like low-pass filter

τ1τ2
¨f(t) + (τ1 + τ2) ˙f(t) + f(t) = u(t),

where τ1 = τ2 = 0.04sec. We know that the above filter
can be written as a pair of coupled first-order filters

τ1ġ + g = u, τ2ḟ + f = g.

The sensory feedback carries the information about position,
velocity and force. The discrete-time system dynamics is
described as following

xk+1 = Axk + B(1 + σcεk)uk + ωk,

zk = (H + Hsζk)xk + vk, (47)

yk = Hxk.
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Fig. 4. Estimation error for hand movement system

where

xk =
(

pk vk fk gk

)T
, yk =

(

pk vk fk

)T
,

A =









1 ∆ 0 0
0 1 ∆/m 0
0 0 1 − ∆/τ2 ∆/τ2

0 0 0 1 − ∆/τ1









, B =









0
0
0
∆

τ1









,

H =





1 0 0 0
0 1 0 0
0 0 1 0



 , Hs =





0 0 0 0
0 0 0 0
0 0 0.125 0



 ,

and ωk, vk, εk, ζk are independent zero-mean Gaussian
white noise sequences with covariance

Ωω = (diag[0.01, 0.001, 0.01, 0.01])2, Ωε = I,

Ωv = (diag[0.01, 0.1, 0.5])2, Ωζ = I.

Note thatσc = 0.5 is a unitless quantity that defines the
noise magnitude relative to the control signal magnitude.
And the time step∆ = 0.01sec.

Given a controller

uk =
[

−1.6032 −3.0297 −0.3361 −2.7793
]

xk

such that the system (47) is mean square stable, the objec-
tive is to find a state estimator that bounds the estimation
error below a specified error covariance:[ε∞{ỹkỹk

T }]i,i <
Ω whereΩ = 0.1.

Fig. 4 illustrates the performance of the filter introduced
in this paper, where the error of each state variable is
plotted. The simulation result shows that the output co-
variance of the estimation error are[ε∞{ỹkỹk

T }]1,1 =
0.0198, [ε∞{ỹkỹk

T }]2,2 = 0.0037, [ε∞{ỹkỹk
T }]3,3 =

0.0018 < 0.1, which satisfy the design requirement.

VI. CONCLUSIONS

Multiplicative noise models are more practical than nor-
mal additive noise models, since they allow the statistical
description of the multiplicative noise be not knowna prior
but depend on the control and state solution. Such models

are found in many physical systems, such as signal process-
ing systems, biological movement systems, and aerospace
engineering systems.

An LMI based approach is examined in this paper for
the design of the state estimator with multiplicative noise
systems. The proposed approach provides the sufficient
conditions for the existence of state estimators and a
parametrization of all admissible solutions. By adding a
mild constrain, the original filtering problem is solved as
a convex problem. The simulation results demonstrate the
convergence of the system design.
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