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ABSTRACT 

 
Most genome browsers display DNA linearly, using single-dimensional depictions that are useful to examine certain 

epigenetic mechanisms such as DNA methylation. However, these representations are insufficient to visualize intra-

chromosomal interactions and relationships between distal genome features. Relationships between DNA regions may 

be difficult to decipher or missed entirely if those regions are distant in one dimension but could be spatially proximal 

when mapped to three-dimensional space. For example, the visualization of enhancers folding over genes is only fully 

expressed in three-dimensional space. Thus, to accurately understand DNA behavior during gene expression, a means to 

model chromosomes is essential. 

 

Using coordinates generated from Hi-C interaction frequency data, we have created interactive 3D models of whole 

chromosome structures and its respective domains. We have also rendered information on genomic features such as 

genes, CTCF binding sites, and enhancers. The goal of this article is to present the procedure, findings, and conclusions 

of our models and renderings. 
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INTRODUCTION 

 
DNA is a very simple yet complicated molecule. Even though it only consists of four basic nucleotides (A, C, G, and T), 

these molecules serve as the genetic blueprint for all living organisms. There are about 3 billion nucleotides in the 

human genome, and only a small fraction of that (estimated 2-3%) is believed to directly influence gene expression. The 

vast remainder is vaguely understood with many unknown areas. Thus, the identification of new genomic areas is 

extremely important and helpful for biologists trying to figure out the intricate workings of our DNA. The identification 

of new genomic areas, however, depends a great deal on the representation of the genome and the application. For most 

applications, linear sequences suffice [2, 13]. However, for other applications, more complex representations are needed 

[9]. We believe that three-dimensional models can be extremely beneficial for some of these other applications. For 

example, in order to determine how distal genomic areas on a chromosome interact and affect its structure, three-

dimensional structures become essential. This is because proteins sometimes bind to distal parts of a chromosome which 

affects DNA transcription, ultimately influencing protein creation. When interactions between distal areas of a 

chromosome occur, it can be difficult to represent on a linear model. Three-dimensional structures are also very useful 

for identifying new patterns that are common or appear repetitively during inter-chromosomal interactions. These newly 

identified patterns are potential target genomic areas for further research that could lead to the discovery of some new 

functionality of that area or even the discovery of new genes. These are some of the driving motivations for creating a 

three-dimensional viewer. 

 

The primary purpose of our application is to facilitate the identification and verification of the relationship between 

structure and function in chromosomes. 

 

RELATED WORK 
 

The article by William Stafford Noble et al. [1] establishes the importance of chromosome structure and interaction and 

its influence on function. This article also outlines three key ways to determine chromosome structure, one of which is 

the Hi-C method [17] that we used to obtain our data sets. 

 

The work done by Rie Kawamura et al. [6] found that the visualization of the spatial positioning of SNRPN, UBE3A, 

and GABRB3 in the human genome suggests that the distances between alleles are related to nuclear organization and 



gene expression. This relationship is difficult to represent with a linear model, but much simpler in three-dimensional 

space. Few generic three-dimensional viewing software applications exist and those that do (ADN-Viewer, RasMol, 

Swiss-PDB Viewer) are hard to use, highly technical, and not widely used. 

 

INFRASTRUCTURE 

 
The infrastructure of our system is quite complex with many different components. The two most notable are CalVR 

[14], our OpenSceneGraph-based [18] software framework for developing graphical applications, and the NexCAVE 

[15], the virtual reality system we use to run our application. In this section, we give a brief overview of both 

components. 

 

CalVR is our own open source virtual reality engine. It is object oriented and written in C++. Functionality can be added 

through a simple plug-in system which allows compiling new modules separately from the main code. CalVR has built-

in navigation algorithms, a 3D menu system, support for a variety of 3D display and tracking systems, as well as support 

for collaborative work over the internet. 

 

The Calit2 NexCAVE is a cluster of monitors that simulates a virtual reality environment. It extends to a semi-circle that 

covers the users’ field of view. The NexCAVE consists of 17 JVC polarized 3D TVs, arranged into five columns, and 

produces data resolution close to human visual acuity. The Calit2 NexCAVE has an effective resolution of roughly 

10,000 x 1,500 pixels per eye. It is powered by 9 high end graphics PCs running under CentOS 6, with dual Nvidia 480 

graphics cards. For user tracking and interaction, we use an optical tracking system from ART, which consists of two 

infrared cameras and wireless tracking targets. 

 

DATA SETS 

 
In this section, we discuss the data sets our project utilizes. A large part of the problem for 3D chromosome 

visualization is the generation of proper data. As mentioned before, we use Hi-C to first obtain interaction data about 

the target chromosome [5]. In a broad sense, Hi-C sequencing consists of first crosslinking the target chromosome, 

second utilizing restriction enzymes to cut up the target chromosome, and finally ligating the resulting pieces of 

chromatin that are closest to each other in space in order to generate interaction numbers. Next, we take the data 

resulted from Hi-C sequencing and applying the BACH/BACH-MIX algorithm [16]: a Bayesian approximation 

technique developed in our lab that generates three-dimensional coordinates from Hi-C. The result of the BACH 

algorithm is very detailed and highly accurate. Consequently, the output coordinates of the BACH algorithm are forty-

four times the size of the input. Thus, if the Hi-C data is large, the resulting coordinate set will be even larger. Because 

of this, our rendering procedure needs to handle this accordingly and make optimizations where necessary. Figure 1 

illustrates our workflow. 

 

Figure 1: High level workflow of how we go from chromosome to 3D coordinates. 

 

  



PROCEDURE 
 

The rendering process contains a three-tier model of visualization (see Figure 2) where each subsequent tier is a more 

detailed segment of the preceding tier. At the highest level, the first tier models entire chromosomes consisting of 

interconnected cylinders. Each cylinder in the first tier represents a chromosomal domain that links to the second tier of 

visualization. The second tier models chromosome domains consisting of cylinders representing bins of 20,000 and 

40,000 base pairs. The second tier also depicts genomic features – such as genes, enhancers, and CTCF binding sites– 

with different color schemes that elucidate interactions between regions. Each cylinder in the second tier links to the 

third tier, which is a genome browser showing the detailed linear annotations of the corresponding bin. As a stretch goal, 

the third tier could also render a helix structure of color coded base pairs. Each base pair will ideally consist of 20 

triangles and will depict the linear annotations in a three-dimensional helix structure. Currently, this third tier is 

unimplemented. 

 

In each tier, our models emphasize genomic areas of interest with an emphasis on promoters, enhancers, and CTCF 

binding sites. Each of these three genomic areas provides clues to the determination of structure, interaction, and 

function in chromosomes. For instance, promoters are typically distally close to identified genes and have even been 

seen as folding over genes since genes require promoters in order to begin transcription. Thus, if promoters are found in 

non-identified genomic areas, more interest should be given to those areas for further research. Enhancers enhance 

transcription by either making the process faster or more efficient in that it results in more mRNA. It, too, is closely 

related to identified genes. CTCF binding sites are the most interesting as they directly influence the structure of DNA 

and, consequently, directly influence gene expression. While CTCF binding sites have been known to both promote and 

repress gene expression, it is still unknown how or why [10]. By emphasizing and highlighting these three genomic areas 

we had hoped to find some interesting results that relate to the structure of chromosomes. 

 

 

Figure 2: High level summary of the three tiers of visualization used in our models. 

 

IMPLEMENTATION 
 

This section aims to describe how our application transforms the data sets we receive to actual polygons that are 

rendered on the screen. The data files we use as input for our application are received in ASCII text files. An example of 

such input is shown in Figure 3. 

 

 



 
 

Figure 3: Snippet of a sample input file for our rendering algorithm. 

 
Each row corresponds to a single data point coordinate that is to be represented in 3D space. The first column of each 

row determines which chromosome this data point belongs to. The next two columns define the start and end indices 

that depict which base pairs this data point represents. The fourth column specifies what type of chromatin the data 

point represents. The classification of type is discussed further in [5]. Finally, the last three columns represent the 

location of the data point in 3D space. 

 

In order to represent these data points graphically, we decided to render an OpenSceneGraph sphere (osg::Sphere) for 

each data point location specified per row of the input files. These spheres are then connected with OpenSceneGraph 

cylinders (osg::Cylinder) to create a connected, chromosome-like structure. The colors of the spheres and cylinders are 

determined by the type of chromatin that the data point represents. In order to handle large data, we have an optimization 

that renders a capsule-shaped object (osg::Capsule) for every pair of data points to reduce the number of geometry and 

triangles that needs to be rendered. This methodology is used for both the tier 1 and the tier 2 models. 

 

The implementation for transitioning between the two tiers of views has changed quite a bit from the initial conceived 

procedure. Initially, we had tried to implement a Google Maps-type transition where more detailed views appear as you 

zoom in closer to a target area. We had tried to implement this but were faced with the complication of how tier 2 

domains were connected with each other. We have data for specific domains but not for how to join them because we 

do not have a means of measuring the 3D orientation of the boundaries. There is a lot of repeat and junk linker DNA 

between the domains that is hard enough to sequence let alone determine its 3D structure (if it even has a structure). 

This is still a hot area of research in the field of bioinformatics. For the purpose of our project, we decided to 

compromise by adding a separate loading menu where domains can then be loaded into the scene. 

 

The highlighting of specific genomic areas in both tiers is determined via a separate input file that describes exactly 

which indices of the corresponding input files are what type of genomic area. For instance, active genomic areas are 

highlighted green, target genomic areas are highlighted blue, and the rest of the chromosome is colored red. The green 

highlight is emphasized further by rendering an extra sphere around the area with an opacity level of 0.4 so the content 

within the sphere can still be distinguished. The active genomic areas are the areas that influence structure such as 

CTCF sites, promoters, and enhancers. The target genomic area is an area of interest whose structure we wish to 

observe. We choose this implementation methodology so as to clearly and distinctively highlight which areas are 

potentially affecting structure and which areas are potentially being affected. We also thought about using labels to 

distinguish even further, but after a few prototypes we discovered that the labels often times intrude on the rendered 

structure of interest, blocking out important features. Thus, we decided to stick to color highlighting as it is less 

obtrusive. 

 

During implementation, we found that the input files remain static for the most part so reading input files in each time 

became inefficient as data files got larger and larger. We started to save the scene that has already been rendered into an 

OBJ file that can be loaded in and read by any framework that accepts OBJ files. This became a standard menu option 

and has led to some interesting use cases that will be further discussed in later sections. 

 

FINDINGS 

 
After generating a number of different data sets for both mouse and human sequenced chromosomes we have found 

three distinctive patterns that are worth noting. The first (briefly mentioned before) is that the pattern of promoters 



folding over genes was found to be a recurring model. The second is a new pattern that was noticed in at least three 

distinct models. In these models, enhancers were seen as if they were folding over genes, which is something that has not 

been noticed before. This could either be a coincidence or an area for further research that could potentially lead 

somewhere very interesting. The last pattern is perhaps the most interesting. For specific domains in male and female 

mouse chromosomes, we have found a direct correlation between the presence and absence of CTCF binding sites and 

the structure of the chromosome. See Figure 4 below for further details. 

 

In this figure, the CTCF sites (highlighted in green) is seen to directly influence the structure of the chromosome in the 

target genomic area (blue). On the left, we have the absence of CTCF sites creating amalgamation of the target area 

whereas the presence of CTCF binding sites is creating a divergence of the target genomic area (right). 

 
 

 
 

Figure 4: This figure shows a domain of chromosome 7 of male and female mouse chromosomes. The blue area is the target 
genomic area and green highlighted spheres depict the CTCF binding sites of interest. This image was rendered on a local desktop 

version showing the optimized low geometry setting. 

 
The three patterns noted above are also just recurring patterns that in no way imply causation. These patterns are noted 

as useful and interesting for further investigation. The purpose of our application is to facilitate, not mediate, the 

verification and identification of the relationship between structure and function in chromosomes. These patterns were 

all discovered using only two distinct data sets of mouse and human chromosomes and their domains. We predict that 

there are many more useful patterns that will arise given more and/or different types of data sets. 

 

DISCUSSION 
 

While we would like to believe that our application is quite useful, there are inevitably many limitations and 

considerations that we wish to address in this section. One big limitation is the lack of visualization flow as defined by 

the three-tier model. What we mean by this is that ideally we would have the Google Map-type feel where zooming in 

and out of a chromosome would lead to higher or lower detailed views that depict all aspects of structure. However, as 

touched on briefly before, knowing how different domains are connected in 3D space is hard and thus, achieving this 

would consequently be hard as well. Our solution was to separate the loading of domains in another menu option, but in 

doing so we lose some of the benefits that virtual reality and immersive environments have to offer as it limits our scene. 

A good example would be if we spotted an abnormality in structure on the chromosome-tier view and wanted to examine 

further, we could not zoom in and view all the target domains by zooming in and selecting the area. We would have to 

load each of the affected domains as a distinct entity and place them side-by-side as best as we can. 

 

Another limitation is the type and amount of data that our application can reasonably accept. Currently, the data sets are 

primarily generated using the Hi-C sequencing coupled with the BACH/BACH-MIX algorithm to gather coordinates. 

However, other sequencing methodologies can be accepted granted that the output data files match the format of our 

input files discussed earlier. If the format is met, then our application will be able to render a scene for any other 



sequencing methodology granted that the data set is not too large. What we mean by too large is on the scale of hundreds 

of thousands. Although our application has optimizations to reduce the amount of geometry rendered given the size of 

our data set, there is still a point where the frame rate becomes an issue. All of our CalVR applications are measured for 

efficiency using a built-in system monitoring tool that shows frame rate, number of geometries, and memory usage 

(among many other things). When we stress tested our application, we found that as the size of our data sets got larger 

(hundreds of thousands) rendering became very slow and almost unusable. It is worth noting that for the majority of Hi-

C + BACH generated data sets, we have not reached this threshold. 

 

While we cannot make guarantees about other sequencing methodologies, we can safely say that our application accepts 

OBJ files. Briefly mentioned earlier in the implementation section, OBJ files were used as an optimization to prevent 

having to read in input files and calculating the geometry each time a chromosome needed to be loaded. Rather, after the 

initial read and calculation, the input file can be associated with an OBJ file that saves the data of the scene such that the 

next time the same model needs to be loaded, the application will just load from the OBJ file, thus avoiding redundant 

calculations. Unexpectedly, this led to a number of new extensions that tremendously improve availability. First, our 

application can be used to accept any OBJ file that has been pre-rendered either by our application or any other 

application. Second, the ability to output OBJ files (and other supported file types) can also be used to link to other 

applications or viewers. Third, we could reasonably extend our application to be able to run on a website as well as on 

specialized hardware. We cover this further in the next section, but the increase in availability allows us to provide an 

application that reaches a wider audience, one that does not have to be as tech savvy. 

 

POTENTIAL APPLICATIONS 
 

 

 

Figure 5: User in NexCAVE viewing domains of mouse chromosome 7. This is the same model that is shown in Figure 4 only 
rendered on the NexCAVE with full geometry rendering. 

 
Our primary application is a data visualization tool to facilitate biologists understanding of our DNA. Figures 5 and 6 

show a typical usage scenario. There is still much biologists have yet to understand about the function of the different 

parts of the chromosomes. Many theories exist in the literature for how to best proceed in identifying these remaining 

parts. One particular theory is that of the relationship between structure and function. There is a reason why 

chromosomes fold and unfold during different stages of meiosis, mitosis, and transcription. Different parts of 

chromosomes can interact with each other dynamically during runtime that can constitute a gene. If we think of a 

chromosome as a linear array from 0 to 3 billion where each element is an A, G, C, or T, then traditionally we would 

think of indices 500-1000 to be a gene for black hair. But what if, during transcription, due to present CTCF sites, 

indices 1000-1500 (originally thought to be junk DNA) folded over indices 5000-5500 and directly influenced what 

proteins were created as a result. This new structure can be identified by our application as a pattern and could 

potentially be discovered by biologists later on after some further research as a new gene. Or instead of a gene, it could 

be some inhibitor or enhancer of protein creation for a certain process that explains some causation between structure 

and function. There are many potential purposes our application can serve. But even if we stick to just existing functions 

that we already understand, our application can provide a means to visualize and verify the direct relationship between 

that function and the structure. An extension of this is to animate the models in order to show how the structure is 

affected during the entire process of some cellular activity such as transcription. This would, however, require the data to 



be available. This would also bring up new problems but is still viable in the future as a possible extension. 

 

 
 

Figure 6: User with a number of different human chromosomes. 

 

Another potential application is to apply our tool to cancer research. If a causation can be established between a 

distinctive structure with a distinctive function (cancerous cellular behavior), then the use of our application can help 

identify and verify cancerous structures. Ideally, if there are preventative patterns that can be recognized as well, our 

application can be used to identify those as well. In one study, secondary chromosome structures have been shown to 

lead to cancer and other diseases [3]. 

 

CONCLUSION 
 

There are still many things we do not know about the human genome. Our application aims to facilitate spawning new 

areas of research to uncover potentially meaningful results that will add to our understanding of our genome. With the 

handful of data sets we had available we were already able to discover some potentially interesting patterns. 

Consequently, we have also uncovered many areas to improve on when interfacing with biologists during project 

demonstrations and usability tests. One of the biggest work items is to introduce more interactivity to allow more 

flexibility during visualization. An example of this is to be able to label and/or select certain regions of interest and 

have the information about that section saved for later research. Finally, we want to increase availability by extending 

our application to web-sites/browsers, a work item that was addressed earlier. Overall, we believe our application serves 

as a good initial tool for facilitating biologists’ understanding of the relationship between chromosome structure, and 

function and we hope to work with more labs to see how else our tool can be improved to better serve their purposes. 
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