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Abstract Two competing paradigms of interference management are introduced via a few recent developments

in network information theory. In the first “distributed network” paradigm, the network consists of autonomous

cells with minimal cooperation. For the corresponding mathematical model of the “interference channel,” advanced

channel coding techniques are presented, focusing mainly on the sliding-window superposition coding scheme that

achieves the performance of simultaneous decoding through point-to-point channel codes and low-complexity de-

coding. In the second “centralized network” paradigm, the network is a group of neighboring cells connected via

noiseless links. For uplink and downlink communications over this “two-hop relay network,” two coding schemes

in a dual relationship—noisy network coding and distributed decode–forward—are presented that achieve capacity

universally within a finite number of bits per degree of freedom.

1. Introduction

Demand of wireless data is increasing exponentially. Ac-

cording to a recent report [1], the amount of mobile traffic is

projected to grow 47% per year and the number of mobile de-

vices is expected to grow 8% per year over the next 5 years.

The existing cellular network architecture, which is based

on the idea of spatial reuse of frequency among geometri-

cally sparse base stations, does not seem to be sufficient to

support a large number of devices, each requiring more and

more data. Indeed, a simple information-theoretic argument

shows that the achievable rate per user in a network with N

users per base station can scale at most as O((logN)/N). It

is hence inevitable that more base stations are deployed to

satisfy the projected data demand.

Densification of wireless networks is in fact a historical

norm. Cooper’s law [2], [3], which is regarded as a Moore’s

law for wireless communications, tracks the number of con-

versations that can be conducted over a unit area in all of

the available wireless spectrum since the days of Marconi.

This “law” dictates that over the past 45 years, the areal

throughput increased by a factor of one million, in which

1,600 is attributed to adding more base stations.

Accordingly the next-generation cellular networks are ex-

pected to deploy many small base stations. While dense

deployment of base stations provides the benefit of bringing

broader radio spectrum closer to end users, it also increases

the amount of interference from neighboring cells. Conse-

quently, smart management of interference would become

one of the key challenges in future wireless communication.

This paper aims to provide an accessible account of two

competing paradigms of interference management for cellular

networks. In the “distributed network” paradigm, intercell

interference is to be mitigated via advanced channel cod-

ing techniques with minimal amount of coordination among

cells (Section 2.). In the “centralized network” paradigm,

multiple cells cooperate in a group via a dedicated network

(Section 3.). For both network cases, simple mathematical

models are introduced to capture the gist of the problem and

information-theoretic analysis are presented for fundamen-

tal limits for such network models and coding schemes that

achieve those limits. As a disclaimer, this paper provides

neither a comprehensive survey nor an in-depth treatment

of new developments on this broad topic of interference mit-

igation. The readers are referred to [4], [5] and the reference

therein for a selection of recent developments.

2. Distributed Networks

2. 1 Interference Channels

As a simple model of limited coordination among multiple
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cells, we study the interference channel with two sender–

receiver (user) pairs depicted in Fig 1. In this model,

each sender j = 1, 2 wishes to communicate the message

Mj ∈ [1 : 2nRj ] = {1, 2, . . . , 2⌈nRj ⌉} to the desired receiver

by encoding it into a codeword Xn
j = (Xj1, . . . ,Xjn) and

sending it via n transmissions over a channel p(y1, y2|x1, x2).

Upon receiving the channel output Y n
j , each receiver j = 1, 2

estimates the message Mj . The most well-known example of

the two-user interference channel is the Gaussian interference

channel, in which the channel outputs are

Y1 = g11X1 + g12X2 + Z1 and Y2 = g21X1 + g22X2 + Z2,

where gjk is the channel gain from sender k to receiver j,

X1 and X2 are power constrained inputs, and Z1 and Z2 are

N(0, 1) noise components. Although we focus on two users,

similar analysis can be easily adapted to three or more users,

provided that each receiver has one dominant interferer.

The capacity region captures the optimal tradeoff between

the data rates R1 and R2 that can be reliably communicated

over the interference channel when the block length n is ar-

bitrarily large; see [6, Chapter 6] for a precise definition. A

computable characterization of the capacity region for the

general two-user interference channel is still open. The best

known coding scheme and the corresponding single-letter in-

ner bound on the capacity region for the general two-user

interference channel are due to Han and Kobayashi [7]. A re-

cent study [8], however, shows that the Han–Kobayashi cod-

ing scheme can be outperformed by its multiletter version,

which strongly indicates that the quest of finding a com-

putable single-letter characterization of the capacity region

may well be a mission impossible.

2. 2 Optimal Rate Region Under Random Codes

As a practical alternative to the capacity region, one can

consider the highest rates achievable by point-to-point ran-

dom code ensembles and the optimal maximum likelihood de-

coding (MLD) rule. More precisely, let p = p1(x1)p2(x2) be a

given product pmf for the channel input pair (X1,X2). Sup-

pose that the codewords xn(m1), m1 ∈ [2nR1 ], and xn
2 (m2),

m2 ∈ [2nR2 ], that constitute the codebook are generated ran-

domly and independently according to
�n

i=1
pX1

(x1i) and
�n

i=1
pX2

(x2i), respectively. The optimal rate region (or the

MLD region) R
∗(p) for the p-distributed random code en-

sembles is the closure of the set of rate pairs (R1, R2) such

that the sequence of such random code ensembles satisfies

M1

M2

Xn
1

Xn
2

Y n
1

Y n
2

M̂1

M̂2

Encoder 1

Encoder 2

Decoder 1

Decoder 2

p(y1, y2|x1, x2)

Fig 1 Interference channel with two sender–receiver pairs.

limn→∞ E[P
(n)
e (Cn)] = 0, where the expectation is with re-

spect to the randomness in codebook generation.

Since the encoder is limited to a specific form, this MLD re-

gion is in general smaller than the capacity region. Nonethe-

less, this notion provides useful insights into optimal com-

munication over interference channels. First, point-to-point

random coding is optimal when interference is weak or strong;

see, for example, [9], [10]. Second, many commercial off-the-

shelf codes (such as turbo and LDPC codes) are designed

with the aim of tracking the performance of point-to-point

random codes, and consequently, the MLD region can be

viewed as a theoretical performance bound for such com-

mercial codes. Third, the Han–Kobayashi coding scheme [7]

can be recast as an instance of point-to-point random coding

with four senders and two receivers [11].

The MLD region was originally formulated and character-

ized for the Gaussian interference channel with Gaussian in-

puts in [12], [13]. For the general two-user interference chan-

nel, it can be characterized [11] as the intersection of two

regions R1 and R2, each of which characterizes the condi-

tion for successful decoding at each receiver; see Fig 2. Here,

R1 consists of the rate pairs (R1, R2) such that

R1 < I(X1;Y1 |X2) and R1 +R2 < I(X1,X2;Y1)

or

R1 < I(X1;Y1),

and R2 can be written similarly with 1 ↔ 2 substitution.

2. 3 Sliding-Window Superposition Coding

Once equipped with the simple characterization of the

MLD region for point-to-point random code ensembles, the

natural next task is to find a simple scheme that achieves

this performance limit. Paralleling Shannon-theoretic ran-

dom codes and coding-theoretic practical implementations

for point-to-point communication, conceptual schemes such

as MLD or simultaneous (nonunique) decoding [11] involve

exhaustive search over exponentially many codeword pairs

and call for practical solutions.

As an alternative to high-complexity multisequence de-

tection, one can restrict the attention to typical point-to-

point decoding schemes that involve low-complexity single-

sequence detection. The simplest among them is so-called

R2

R1

R1

R2

Fig 2 A typical shape of the MLD region for a given random code

ensemble.
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treating interference as (Gaussian) noise, in which only

time-invariant statistics of interfering codewords such as

the signal-to-interference noise ratio or the modulation in-

formation are incorporated into decoding of the output.

Information-theoretically, reliable decoding at receiver 1 is

guaranteed if

R1 < I(X1;Y1).

Depending on the channel condition, successive cancellation

decoding can be used, whereby the interfering codeword is

first recovered and then cancelled to facilitate the decod-

ing for the desired codeword. Note that in each step of

decoding, low-complexity point-to-point decoding is used.

Information-theoretically, reliable decoding at receiver 1 is

guaranteed if

R2 < I(X2; Y1) and R1 < I(X1;Y1 |X2).

Neither treating interference as noise nor successive cancel-

lation decoding outperforms the other in general. Moreover,

both are insufficient to achieve the MLD region in general.

Single-sequence detection can be further improved by

changing the encoder design. One can decompose each

message into multiple parts as with rate-splitting of Han–

Kobayashi coding and recover them along with interfering

parts successively; see Fig 3 for an illustration of this idea

whenM1 is split into two partsM ′
1 andM ′′

1 . By changing the

superposition layers U and V , the decoding order ofM ′
1,M

′′
1 ,

and M2, and the rates for these messages accordingly, this

scheme recovers and outperforms both treating interference

as noise and successive cancellation decoding.

When there is a single receiver (as in the multiple access

channel), this scheme is referred to as rate-splitting multi-

ple access [14] and achieves the standard pentagonal region

(which is equivalent to the MLD region for a given random

coding ensemble) that constitutes the multiple access chan-

nel capacity region. When there are multiple receivers, how-

ever, the scheme fails to achieve the MLD region. The root

cause of this deficiency is suboptimal successive cancellation

decoding. Each message part should be recovered correctly

at multiple receivers, causing some rate loss that is accu-

mulated over multiple message parts successively recovered.

This deficiency can be somewhat remedied by increasing the

number of message layers and optimizing over the decoding

M ′

1

M
′′

1

M2

Un

V n
Xn

1

Xn
2

Y n
1

Y n
2

M ′

1
→ M2 → M ′′

1

M ′

1
→ M2 → M ′′

1

p(y1, y2|x1, x2)

Fig 3 Rate-splitting with successive cancellation decoding.

orders [15], but it can be shown [4] that the scheme still can-

not achieve the MLD region.

The sliding-window superposition coding scheme [4] over-

comes this difficulty by adding an additional dimension to the

coding scheme. As illustrated in Fig 4, the scheme has the

same superposition layer structure as in the aforementioned

rate-splitting scheme. Instead of splitting the messages, how-

ever, it uses block Markov coding commonly used in relay-

ing [16] and feedback communication [17]. A stream of mes-

sage pairs (M1(j),M2(j)) is communicated over b blocks. In

block j, M2(j) is transmitted via Xn
2 . The other message

M1(j) is transmitted over two consecutive blocks j and j+1

via Un(j) and V n(j + 1), as illustrated in Fig 5. In contrast

to the conventional horizontal superposition coding scheme,

this method is called diagonal superposition coding.

The receivers use successive cancellation decoding across

both blocks and messages. Receiver 1 first recovers M2(j)

from Y n
1 (j) and then cancels it. It then recovers M1(j) from

Y n
1 (j) and Y n

1 (j + 1) and then cancels it for decoding of

M2(j + 1). The decoding process continues by sliding the

decoding window to the next block. Note that this sliding-

window decoding scheme traces back to [18] and is commonly

used in network decode–forward relaying [19], [20]. It can be

shown by the standard argument that decoding is successful

at both receivers if

R2 < min
j=1,2

I(X2;Yj |U),

R1 < min
j=1,2

�

I(U ;Yj) + I(V ; Yj |U,X2)
�

,
(1)

which contrasts the stricter condition for successful decoding

of the aforementioned rate-splitting scheme:

R2 < min
j=1,2

I(X2;Yj |U),

R1 < min
j=1,2

(I(U ;Yj) + min
j=1,2

I(V ;Yj |U,X2).

By optimizing over the two superposition layers U and V ,

and the decoding orders for two messages, it can be shown

[21] that sliding-window superposition coding can achieve ev-

ery corner point of the MLD region. By adding additional

superposition layers, a similar scheme can achieve every point

of the MLD region, which can be further extended to achieve

the entire Han–Kobayashi inner bound in point-to-point de-

coding [4].

M1(j−1)

M1(j)

M2(j)

Un

V n
Xn

1

X
n
2

Y n
1

Y
n

2

M2(j) → M1(j)

M2(j) → M1(j)

p(y1, y2|x1, x2)

Fig 4 Sliding-window superposition coding.
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Fig 5 Transmission of messages over multiple blocks.

It is instructive to narrow our attention on how a single

message is transmitted and compare it with other conven-

tional coded modulation schemes. To be concrete, we con-

sider a pulse amplitude modulation with four levels (4-PAM),

which can be viewed as a superposition of two binary phase

shift keying (BPSK) layers; see Fig 6. In multilevel coding

(MLC) [22], [23], a message M is split into two parts that

are separately encoded and transmitted over U and V lay-

ers, respectively. This scheme can achieve the point-to-point

capacity under the 4-PAM input, but both codewords are

short, whose rates should be carefully adapted. When there

are multiple receivers, the scheme results in some rate loss

since individual codewords should be reliably recovered. In

bit-interleaved coded modulation (BICM) [24], [25], the mes-

sage M is encoded into a single long (interleaved) codeword,

which is then transmitted over both U and V layers. The

long codeword is recovered as a whole so that there is no

rate loss for multiple receivers, but the achievable rate is in

general smaller than the point-to-point capacity due to self-

interference between U and V layers. The coded modula-

tion scheme from sliding-window superposition coding, which

may well be called sliding-window coded modulation employs

a single long codeword as in BICM and achieves the point-to-

point capacity as in MLC, apparently taking the advantages

of the two schemes. As a downside, however, communication

over multiple blocks incurs error propagation issues and some

rate loss due to initialization and finalization. The compari-

son among these three coded modulation schemes (see Fig 7)

may well be captured by horizontal, vertical, and diagonal su-

perposition coding, which parallels horizontal, vertical, and

diagonal Bell Labs layered space-time (BLAST) schemes in

multiple-input multiple-output (MIMO) communication.

U

V

X

Fig 6 4-PAM as a superposition of BPSK layers.

U

V

M
′

M ′′

M

M

M

M

(a) (b) (c)

Fig 7 Comparison of MLC, BICM, and sliding-window coded

modulation.

This sliding-window coded modulation scheme allows com-

mercial off-the-shelf codes (both encoders and decoders) to

be used to track the performance guarantee of the MLD re-

gion. Several experiment studies have been performed to

test its practical feasibility [26], [27]. The outcomes of these

experiments are quite encouraging. According to one of the

system-level simulations [27], wireless networks using sliding-

window coded modulation can achieve about 55% higher cell-

average throughput and 72% higher cell-edge throughput

compared to existing networks without interference-aware

decoding at the same complexity and networking overhead.

3. Centralized Networks

3. 1 Two-Hop Relay Networks

As a model for centralized networks, we consider the cloud

radio access network (C-RAN) architecture [28] shown in

Fig 8. In this model, several base stations are connected

to a cloud-based central processor through wired or wireless

fronthaul links. Conceptually, when the fronthaul link ca-

pacities are unbounded, this architecture can be interpreted

as a “distributed” MIMO, whereby the base stations function

as spatially distributed radio heads for the central processing

node. For the more realistic situation of limited capacities,

the optimal beamforming solution is typically computed, as-

suming infinite fronthaul capacities, and then compressed

individually, which is then applied at the base stations.

As an alternative, we model the C-RAN as a relay net-

work, in which base stations act as relays that summarize

the received signals to the central processor (uplink) and

transmit the prescribed signals from the central processor

(downlink). To be concrete, we model the uplink C-RAN as

the multiple access communication problem over a two-hop

relay network depicted in Fig 9, where the first hop, namely,

the (wireless) channel from K user devices to L radio heads,

is a discrete memoryless network p(yL|xK), and the second

hop, namely, the channel from the radio heads to the central

processor, consists of orthogonal (noiseless) links of capac-

ities C1, . . . , CL bits per transmission, decoupled from the

Central processor

Small base station

Mobile node

Optical fiber

Wireless link

Fig 8 Cloud radio access networks.
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CLXK

Y1

YL

Yp(yL|xK)

X1 C1

Fig 9 The uplink cloud radio access network model.

first hop. The channel output at the central processor (re-

ceiver) is (W1, . . . ,WL), where Wl ∈ [1 : 2nCl ] is a reliable

estimate of what relay l communicates to the receiver over n

transmissions. The wireless channel (first hop) will be often

assumed to be Gaussian, namely,

Y L = GXK + ZL,

where G is the channel gain matrix and each sender is sub-

jected to average power constraint P . Similarly, the downlink

C-RAN is modeled as the broadcast communication problem

over a two-hop relay network with the noiseless first hop and

the wireless second hop (as reversed from the uplink model).

In each of the uplink and downlink models, the ultimate

goal is to characterize the capacity region as a function of the

link capacities and find the optimal scheme that achieves the

capacity region. Unfortunately, except for the trivial case

of K = L = 1, the capacity region is not known. Hence,

we instead focus on approximate capacity region and cod-

ing schemes that achieve tight gap that is independent of G

and P .

3. 2 Cutset Bound

The classical cutset bound on the capacity region [29], [30]

can be specialized to the uplink C-RAN model and charac-

terized as the set of rate tuples (R1, . . . , RK) such that

�

k∈S1

Rk ≦ I(X(S1);Y (Sc
2)|X(Sc

1), Q) +
�

l∈S2

Cl

for all S1 � [1 : K] and S2 � [1 : L] for some pmf

p(q)
�K

k=1
p(xk|q). For the Gaussian case, this bound can

be expressed as

�

k∈S1

Rk ≦
1

2
log

�

�PGSc
2

,S1
GT

Sc
2

,S1
+ I

�

� +
�

l∈S2

Cl (2)

for all S1 and S2. Here GSc
2

,S1
is the submatrix of G with

row indices in Sc
2 and column indices in S1.

Similarly, the cutset bound for the downlink C-RAN con-

sists of the rate tuples (R1, . . . , RK) such that

�

k∈Sc
2

Rk ≦ I(X(S1);Y (Sc
2)|X(Sc

1)) +
�

l∈Sc
1

Cl

for all S1 and S2 for some pmf p(xK). For the Gaussian case,

this bound can be expressed as

�

k∈Sc
2

Rk ≦
1

2
log

�

�

�
GSc

2
,S1

ΣS1|Sc
1
GT

Sc
2

,S1
+ I

�

�

�
+

�

l∈Sc
1

Cl

for all S1 and S2 for some covariance matrix Σ with Σll ≦ P ,

l ∈ [1 : L]. Here ΣS1|Sc
1
denotes the conditional covariance

matrix of the indices in S1 given the indices in Sc
1.

3. 3 Uplink Mulithop Relaying

The network compress–forward coding scheme [20] or the

noisy network coding scheme [31] can be specialized to the

uplink C-RAN model. In particular, each sender k ∈ [1 : K]

transmits a codeword Xn
k (Mk) and each relay l ∈ [1 : L]

compresses the received sequence Y n
l into a “compression”

sequence Ŷ n
l (Wl,W

′
l ) and forwardsWl. The receiver recovers

(M1, . . . ,MK) based on (W1, . . . ,WL). It can be shown [32]

that this scheme achieves any rate tuple (R1, . . . , RK) such

that

�

k∈S1

Rk < I(X(S1); Ŷ (Sc
2)|X(Sc

1)) +
�

l∈S2

Cl

−
�

l∈S2

I(Yl; Ŷl |X
K)

for all S1 and S2 for some pmf
�K

k=1
p(xk)

�L

l=1
p(ŷl|yl). For

the Gaussian case, this inner bound on the capacity region

can be expressed as the set of rate tuples (R1, . . . , RK) such

that

�

k∈S1

Rk <
1

2
log

�

�

�

P

σ2 + 1
GSc

2
,S1
GT

Sc
2

,S1
+ I

�

�

�
+

�

l∈S2

Cl

−
|S2|

2
log

�

1 +
1

σ2

�

(3)

for all S1, S2 for some σ2 > 0. A careful analysis [5] re-

veals that the gap between the cutset outer bound in (2)

and the network compress–forward inner bound in (3) is at

most ∆ = (1/2) log(eL) bits per user, regardless of G and

P . Note that when K ≪ L (as in massive MIMO systems),

cK logL ≪ L and thus network compress–forward captures

the correct capacity scaling of O(L). Practical implementa-

tion of this scheme is yet to be seen.

3. 4 Downlink Multihop Relaying

For downlink communication, we can adapt the dis-

tributed decode–forward scheme [33], which can be viewed

as a “dual” of aforementioned noisy network coding [31]

and extends network coding for graphical networks, Marton

coding for broadcast channels, and partial decode–forward

for relay channels to noisy relay networks. When spe-

cialized to the downlink C-RAN model, the sender in dis-

tributed decode–forward “precodes” (Xn
1 (W1), . . . ,X

n
L(WL))

together with (Un
1 (M1,M

′
1), . . . , U

n
K(MK ,M

′
K)) as in Mar-

ton coding [34] before the actual transmission starts. It then

propagates W1, . . . ,WL to the relays, which then transmit

Xn
1 (W1), . . . ,X

(
LWL), respectively. Receiver k ∈ [1 : K] re-

covers Mk based on the received sequence Y n
k .

It can be shown [5] that this scheme achieves the inner

bound that consists of the rate tuples (R1, . . . , RK) such that
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�

k∈Sc
2

Rk < I(X(S1);U(S
c
2)|X(Sc

1)) +
�

l∈Sc
1

Cl

−
�

k∈Sc
2

I(Uk;X
L |Yk)

for all S1 and S2 for some pmf
�L

l=1
p(xl)

�K

k=1
p(uk|xL).

For the Gaussian case, this inner bound becomes the set of

rate tuples (R1, . . . , RK) such that

�

k∈Sc
2

Rk <
1

2
log

�

�

�

P

σ2
GSc

2
,S1
GT

Sc
2

,S1
+ I

�

�

�
+

�

l∈Sc
1

Cl

−
|Sc

2 |

2
log

�

1 +
1

σ2

�

,

for S1 and S2, which is within ∆ = (1/2) log(eKL) from the

cutset bound. As in the uplink case, this scheme is yet to be

implemented in practical settings.
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