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Abstract—This paper proposes a special variant of Laplacian
eigenmaps, whose solution is characterized by the underlying
density and the eigenfunctions of the associated Hilbert—-Schmidt
operator of a similarity kernel function. In contrast to existing
kernel-based spectral methods such as kernel principal com-
ponent analysis and Laplacian eigenmaps, the new embedding
algorithm only involves estimating density at each query point
without any eigendecomposition of a matrix. A concrete example
of dot-product kernels over hypersphere is provided to illustrate
the applicability of the proposed framework.

I. INTRODUCTION

Finding a good embedding of data for discovering meaningful
structures is one of the fundamental problems in machine
learning and data science, with important applications such
as clustering, dimensionality reduction, and data visualization.
Among a myriad of algorithms which have been proposed in
the last few decades, we particularly focus on a class of kernel-
based spectral embedding algorithms, which find embedding
of data based on eigenvectors of data-dependent similarity
kernel matrices [2, 8]—this class subsumes kernel principal
component analysis (PCA) [19], Laplacian eigenmaps [1],
spectral clustering [15, 20], multidimensional scaling [4],
locally linear embedding [17], and Isomap [22]. Proven to
be extremely powerful in various applications, the common
disadvantage of such methods is the computational complexity
of eigendecomposition of a kernel matrix, which could be
prohibitively large in big data analysis.

As an attempt to resolve the computational bottleneck, in
this paper, we propose a new kernel embedding framework,
which suggests a sample based embedding algorithm without
eigendecomposition of a matrix for special choices of kernels.
To motivate our approach, we first review kernel PCA and
introduce Laplacian eigenmaps as a special case of kernel
PCA framework with a kernel with density regularization
in Section II. In Section III, we then propose and study a
new density-regularized kernel, which separates the underlying
density and spectral decomposition of the kernel operator.
We describe the resulting sample based algorithm, which
simply combines density estimates given sample and known
eigenfunctions of a kernel operator. In Section IV, dot-product
kernels over hypersphere are discussed as a concrete example
to which the proposed embedding framework may apply. We
briefly discuss relevant literature in Section VI.

Notation Throughout the paper, we assume that a random
vector X is drawn from density p over a closed subset X C R%,

and data points x;. := {X1,...,Xx} are independently and
identically distributed (i.i.d.) random variables drawn from p.
Given X C R? and a density 1 on X, we consider a Hilbert
space L2 (X) := {f'X%(C\Hf )2 dp(x) < oo} with
inner product (f, ), == [ f(x dp(x). For a kernel func-
tionk: X x X — R, we denote the assoczated Hilbert—Schmidt
integral operator in boldface K Li(X ) = L2(X), which is
defined as (Kf)(x) := [, k t) du(t). In what follows,
we always assume that a kernel 1s symmetrlc, ie, k(x,t) =
k(t,x), and satisfies [[, , k*(x,t)du(x)du(t) < oo, so
that the operator K is self-adjoint and compact.

II. REVIEW OF KERENL PCA AND LAPLACIAN EIGENMAPS
A. Kernel PCA

1) Feature space formulation: Kernel PCA [19] was pro-
posed as an efficient method to perform PCA over transformed
samples with a given nonlinear mapping. Let |¢(-)): X — F
be a feature map that maps a data point x to a point in a feature
space |¢(x)) € F, where F is a vector space with inner product
{-]). For simplicity, assume for now that E[|¢(X))] = |0).
Kernel PCA aims to perform PCA over the lifted random vector
|p(X)), that is, to solve

L

maximize

ximiz (ue|Cop|ur)

— (1)
subject to  {ug|up) = dgpr

Here, C,, := E[|¢(X)){¢(X)|] denotes the covariance operator
of |¢(X)). We call this the (population) feature space problem
of kernel PCA.2 When F is high- or infinite-dimensional, it is
often not feasible to directly solve this problem.

2) Function space formulation: To avoid the issue with
high-dimensionality of the feature space F, we can convert
the feature space problem (1) into an equivalent optimization
problem over a function space by the so-called kernel trick
as follows. Define a symmetric kernel function k(x,t) :=
(¢(x)|o(t)). Consider the following optimization problem

L

maximize
fe€L2(X)

K
o <f£7 ff>17 (2)

subject to  (fo, for)p = Ouw

'We use the bra-ket notation to note that 7 may be infinite dimensional.
2If |$(x)) = x, it boils down to the original PCA.
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Since K is self-adjoint and compact, the solution is charac-
terized by the top-L eigenfunctions and eigenvalues of K;
see, e.g., [3, Proposition A.2.10]. The following proposition
establishes the equivalence between (1) and (2); the proof is
easy and thus omitted.

Proposition 1. Let \,..., Ap and |uf),...,|u}) be the top-
L eigenvalues and orthonormal eigenvectors of the operator
Cy, respectively. Let py,...,ur, and fy,..., f; be the top-L
eigenvalues and orthonormal eigenfunctions of the operator
K, respectively. Then, Ay = puy,

fi(%) = \%< (x)[uf), and

/fz ) b(x

Hence, we call this problem (6) as the (population) function
space problem of kernel PCA. If the top-L eigenfunctions
fr,..., ff of the operator K are given, then the embedding
of a query point x by kernel PCA is the projection of the

3)

)p(x) dx “)

luz) =

for each ¢ € [L].

lifted data |¢(x)) onto the principal directions |u7), ..., |u}),
or equivalently in view of (3),
drpea(®) = [VALF (%), VAL ()T &)

3) Sample solution: The spectral decomposition of K in
LZQ,(X ) cannot be performed directly in general even if the
density p is known. Given sample x;.,y, we can approximately
solve (2) in practice. Let K € RV*Y denote the sample kernel
matrix whose (m,n)-th entry is (K),, = k(X, X, ). Then,
we can solve

maximize S 1L K _fe
f eRN — VN N /N
K*Tl (6)
;7 fy
subject 0 —t— —o = &y

VN VN
as a proxy to (2), which is equivalent to the eigendecomposition
of K. The optimal solution is characterized by the top-L
eigenvectors fy,....ff € RN of the normalized sample
kernel matrix K/N with eigenvalues A1, ..., A\ with norm
|£]l2 = V/N. The L-dimensional embedding of a point x is
then

)

q/}KPCA

Nzk x[ Gk, S

This is often referred to the Nystrom formula; see, e.g., [2]. In
particular, for a sample point x,,, the embedding is simply

Yipea(3n) = [VALE D ns - VALEDA] "

We refer to kernel PCA as the procedure consisting of the
eigendecomposition of the kernel matrix K and the embed-
ding (7).

Remark 2 (Centering). In (1), (2), (6), and (7), we assume
E[|¢(X))] = |0). Hence, given sample x;., we need to center

the sample kernel matrix K as K. = (Iy — 1y)K(Iy —1n) €
RN where 1y := %ILNH% € RNXN,

Remark 3. In practice, any choice of symmetric kernel
function k£ can be deployed in kernel PCA. Note, however,
that the feature space formulation and PCA interpretation via
Proposition 1 remain valid if and only if the kernel is in the
form k(x,t) = (¢(x)|4(t)) for some inner product space F
and function ¢: X — F. Mercer’s theorem [12] establishes
positive definiteness of a kernel as an equivalent condition for
the existence of such a mapping.

B. Laplacian eigenmaps

Laplacian eigenmaps [1] is one of the most popular embed-
ding algorithm, which can be justified as an approximation
of the Laplacian—Beltrami operator or a relaxed solution to
the graph min-cut problem [20]. Here, we introduce Laplacian
eigenmaps as a special instance of kernel PCA. Given a base
symmetric kernel function k, we first define the kernelized

density py(x) := [ k(x,t)p(t)dt and define a new kernel
function as k(x.t)
R )
Pr(x)p(t)

The (kernelized) Laplacian eigenmaps with the base kernel k
is characterized by the population function space optimization
problem (2) of kernel PCA with the kernel Ep which is
the function space optimization problem (6) of kernel PCA
with the kernel k,(x,t). Let f5,...,fr denote the top-L
orthonormal eigenfunctions of the operator K. Then, the
Laplacian eigenmaps of a point x is defined as the evaluations
of the eigenfunctions:

PLe(x) = [f(x),..., fr(x)]". (8)

As in kernel PCA, given samples x;.y, we perform eigen-
decomposition of the sample kernel matrix K, defined as

— o k’(Xi,Xj)
N NEATACT)

)

where pi(x) = + Efil k(x,x;) denotes the empirical
estimate of the kernelized density py(x). The embedding by
Laplacian eigenmaps of a sample point x,, is then

@LE(XH) = [ )ns - (fEMT-

Remark 4. Despite the apparent mathematical equivalence,
kernel PCA embedding with the kernel Ep may differ from
Laplacian eigenmaps embedding significantly due to centering
in kernel PCA (see Remark 2) and the different definitions of
embeddings (see (5) and (8)).

Remark 5. Laplacian eigenmaps may also use the k-th
neighborhood adjacency matrix instead of kernel-based weight
matrix given samples—however, it does not fit to the current
population optimization framework, and thus studying this
version is beyond the scope of the paper.

Remark 6. Eigendecomposition of Rp is approximately equiv-
alent to the that of the symmetric normalized graph Laplacian,
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which is typically used in spectral embedding. Define a
weight matrix W € RNXN as (W)” = (1 — 5ij)k(xi,xj)
and define a degree matrix D as the diagonal matrix with
entry (D);; = ZjV=1(W)zJ The symmetric normalized graph
Laplacian is then defined as Lgym := D~1/2WD~1/2_ Since the
difference

k k
Kp _ Lsym _ (Xlaxl) (XN7XN)>

1 di (

> d1agl — ) -

N Pr(x1) Pr(Xn)
vanishes in the operator norm as N — oo, eigendecomposition
of K, becomes equivalent to that of Ly, in the sample limit.

III. KERNEL EMBEDDING WITHOUT EIGENDECOMPOSITION
A. A new density-regularized kernel

So far, we reviewed the two important kernel-based em-
bedding frameworks, kernel PCA and Laplacian eigenmaps:
Laplacian eigenmaps fits into the framework of kernel PCA
with a specific form of density-regularized kernel Ep; see
Table 1. The population problems cannot be solved directly,
but given sample, we can approximately solve them via
eigendecomposition of a matrix of possibly large size.

In this section, motivated by the form of the kernel Ep of
Laplacian eigenmaps, we introduce a new kernel function

k(x,t)
p(x)p(t)

and propose the population function space optimization prob-
lem (2) of kernel PCA with k,,, that is,

L
<f53 Kpf€>17

=1

subject to  (fe, for)p = dewr

as a new criterion for kernel embedding. Compared to the
kernel k,, of Laplacian eigenmaps, the base kernel function &
is now regularized by the true underlying density p instead of
the kernelized density py.

With the new kernel k,, we can reshape the population
optimization problem (10) into a much simpler form. For a
weighting function w: X — R whose support subsumes the
support of p, we define the density-scaled function

kp(x,t) := )

maximize

FOEL2(X) (10)

()= [ 225 ).

Note that if f, € L2(X), then g, € LZ(X). If we define
kw(x,t) := k(x,t)/y/w(x)w(t), we have
(fo. Kpfe)p = (90, Kwgo)w (fe, ferdp = (90, 90w

which imply that the new problem (10) can be recast as

(1)

and

L
<gf7 ngé>w

—

subject to  (g¢, ger)w = e’ -

maximize

ge€L7, (X) 12)

We remark that (12) solely depends on the choice of kernel &
and the weighting function w. Provided that K,, is compact,

the solution of this optimization problem is characterized by the
top-L eigenfunctions g7, . .., g7, of the operator K,,. Somewhat
surprisingly, for a few special cases, the eigenexpansion of
K,, is given in an analytical form; see Section IV. The
eigenfunctions of K, are then given as the functions f7, ..., f7,
where f;(x) := \/w(x)/p(x)g; (x). Provided that the density
p(x) can be evaluated, the L-dimensional embedding of a
query point x is

w(x)

— o1 (), g1 (x)]".

Yke(x) = p(x)

13)

B. A new sample based kernel embedding

Provided that spectral decomposition of K,, is known for a
choice of k£ and w, the only unknown in the embedding (13)
is the density p. Hence, given sample x;.5, we only need to
estimate the density, without any spectral decomposition of a
matrix. This yields the following kernel embedding algorithm.

Algorithm 1 Kernel embedding without spectral decomposition

Input a base kernel k, a weighting function w, a density
. A N . .
estimator p(-), sample {x,},_, a target dimension L € N.

1: Find the top-L orthonormal eigenfunctions g7, ...
the integral operator K,,: L2 (X) — L2 (X).

2: Given a query point x € X, output the L-dimensional
embedding of x as

,97, of

Pre(x) =

IV. DOT-PRODUCT KERNELS OVER HYPERSPHERE

In this section, we focus on a special class of kernel functions
of the form of k,(x,t) = f(x*t) for some function f: R —
R, which are called dot-product kernels. This class contains
many interesting kernels including homogeneous polynomial
f(u) = uP (p > 0), inhomogeneous polynomial f(u)= (1+
u)? (p > 0), Vovk’s real polynomial f(u) = (1 —uP)/(1 —u)
(p > 0), Vovk’s infnite polynomial f(u) = 1/(1 — u), and
hyperbolic tangent f(u) = tanh(a + u) (a € R) kernels [21].

Further, we consider a special domain, the unit hypersphere
S := {x € R?: ||x||2 = 1} in R%. On S971, the class of
dot-product kernels include additional popular kernels such as
Gaussian kernels f(u) = e~(*%)/7" (¢ > 0) and arccosine
kernel f(u) =1 — (2/m)cos™!(u). Note that some real-world
data such as images approximately lie on a hypersphere [13, 21]
and dot-product kernels may work best on S?~! by nature. The
key property of S?~1 is that with uniform weighting function w,
the eigensystem of K, is characterized by spherical harmonics.

-y i
denote the Laplacian operator on R%. Let P,, denote the space
of C-valued homogeneous polynomials of degree n in d real
variables. Let ), (d) denote the subspace of all homogeneous
harmonics of order n, that is, Y, (d) := {p € P,,: Ap = 0}.

Definition 7 (Spherical harmonics). Let A =
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| Kernel PCA || Laplacian eigenmaps | Proposed
| Feature space | Function space
L L
maximize ug|Cy|u maximize K 74
Population lug)EF ;< ¢|Cg Jue) (1) FeEL2(X) Z;UZ felp ) K+ K, K+ K, (10)
subjecto to  (ug|up) = dppr subjecto to (fe, for)p = Oppr
L Lo K f
o - s L £
maximize Z(ue |Cg|ug) maximize Z R B
Sample lue)er = ferN I VN N VN 6) K+ Ky _
subjecto t 1) = g I f
subjecto to (ue |u) e subjecto to Sl S L Oppr
vN VN
TABLE I

OVERVIEW OF POPULATION AND SAMPLE PROBLEMS OF KERNEL PCA, LAPLACIAN EIGENMAPS, AND THE PROPOSED KERNEL EMBEDDING.

The spherical harmonics of order n and dimension d are
defined as the functions in ), (d) restricted over S~ 1.

Remark 8. The dimension of the subspace V,(d) is
N(d,n) = dim Y, (d) = 22£4=2 ("+473) for n > 0.

The following elegant theorem, which is often referred to as
the Funk—-Hecke formula, shows that spherical harmonics fully
characterize the eigenfunctions of any dot-product kernel over
S Let Pj(t) denote the associated Legendre polynomial
of degree ¢ and order m for integers 0 < m < /. Let \Sd_1| =
(2w%/2)/T(d/2) denote the surface area of S~

Theorem 9 (Funk-Hecke [14]). Let f: [-1,1] — R be a
continuous function. For Y, € Y, (d) for n > 0, we have

FxTE)Y, (t)dST 1 (t) = N\, Y, (x) Vx e St 1
Sdfl

where \, = |[S?72| fil fu)P(u)(1 — UQ)% du.

Corollary 10. Let X = S for d > 2 and let w be
the uniform density on S, For any dot-product kernel of
the form k., (x,y) = f(xTy) for some continuous function
f:[-1,1] — R, there is an orthonormal basis of Y,(d)
comprised by the eigenfuntions of K., with eigenvalue A\,
defined in Theorem 9.

Remark 11. Minh et al. [13, Theorems 2 and 3] computed the
nonzero eigenvalues of gaussian kernels f(u) = exp(—(1 +
u)/c?) (o > 0) and polynomial kernels f(u) = (1 +u)? (p €
N) in terms of special hypergeometric functions. In particular,
the eigenvalues (\,,)22, of gaussian kernels are decreasing in
n if 02 > 2/d, and those of the polynomial kernel of degree
p are always decreasing in n and A\, =0 for n > p+ 1.

Hence, if we choose Gaussian or polynomial kernels, we
only need to evaluate the first L real spherical harmonics
to compute the kernel embedding (13) on X = S%!. For
practical implementation, here we present a version of real
orthonormal basis {Y,7 j(x)}j.v:(f’") of spherical harmonics
of order n and dimension d [10, Section 2]. Given a point

.,xp) € S¥71, define a hyperspherical coordinate
.y 0q-1) €10,27) x [0, 7972 as

x = (21,..
system 0 = (64, .

1 T2

cos > = if x1 >0,
0, = Ty + 5
= 2. )
21 — cos ™ * > 2 > if 1 <0,
Ty + T3
T; .
0; := cos™! i+l , 2<i<d-1.

2 2
e I o AR

Here, 61 and 05, ...,04_1 are called the azimuthal angle and
the polar angles, respectively. For integers [{1| < {s < ... <
Lq_1 = n, we define a canonical spherical harmonics of degree
ly—1 =n and order ({1,...,0q_2) as

—(+152)
Py (0) = (€+j_1)(€+€/+j_2)‘Pf'+j22 (cos6)
e 2 (=0t sin%(Q)

for £ < ¢ and j > 2. Here, P{(z) denotes the Legendre
functions of the first kind for z € C such that |1 — z| < 2.
Finally, we define a real-valued version, often called the tesseral
harmonics, as

V2(=1) Tm(Y]e, | ty,.00,)  if 41 <0,
Y(),Zz,...,éd,l if El = O7
\/i(—].)zl Re(}ﬁg”’g%m,gdil) if /1 > 0.

n17é27~"yed—l =

Then, B, (d) :== {Yo,.. 00 ,: 1] <ty < ... < Ly 1 = n}
forms a real orthonormal eigenbasis of Y, (d).
A few remarks on related results are in order.

Remark 12 (Multiplicative dot-product kernels over a torus).
Since Corollary 10 remains valid for d = 2, the eigenfunctions
of any dot-product kernels over S' are the Fourier basis
{et*?/\/2m}22,, for 6 € [0,2). Hence, any dot-product kernel
of a multiplicative form such as Gaussian kernels over the
d-dimensional torus T := S x - -- x S' (with d products) has
the product of 1-dimensional Fourier bases as eigenfunctions.
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This result may be of particular interest for real-world data
naturally lying on the torus such as RNA structure data [6].

Remark 13 (Dot-product kernels over a ball). Smola et al.
[21, Section 6] provided a version of the eigensystem of a dot-
product kernel over the unit ball B := {x € R?: |x|» < 1}
by the separation of variables trick. Here we present the idea
with a minor correction. Let f: R — R be an analytic function
such that f(t) = > >°_ fmt™. Plugging in the expansion
of monomial u™ (u € [—1,1],m > 0) with respect to the
associated Legendre polynomials (P%(u)),>q of dimension d,
we can write

FOTE) = 3 Il P
n=d

xTt )
[[xllIt]]/°

where we define k,(u) = Y o fmcm(d,n)u™ and
cm(d,m) = 2t EZ;Z;: f_ll u™ P4 (u) du for n > d. Now, for
each n > d, let (¢nm € Lf,_wd,l([O, 1]))°_, and (prm )0,

be the eigensytem of the 1D kernel «,, i.e.,

1
/ /in(rf)ganm(F)Fd_l A7 = PrmPrm (7). (14)
0

With the addition theorem [14, p. 18] on the expansion
of P? with (Yﬁj)jy:(?”), it is then easy to check that
{nm(r)Yd(6): m > 1,n > d,1 < j < N(d,n)} forms
andf)lrthonormal eigenbasis of K over B? with eigenvalues
%an of multiplicity N(d,n). We note, in practice, that
the integral equation (14) can be solved by eigendecomposition

of a matrix with approximation of x,, with finite terms.

Remark 14 (Gaussian kernels with Gaussian weighting). For
X = R% when K,, is a Gaussian kernel with a Gaussian
weighting function w, the eigensystem of K,, is characterized
by Hermite polynomials [7, 16]. Note, however, that since w(x)
is non-uniform being Gaussian, the base kernel k(x,t) =

Vw(x)ky(x,t)\/w(t) becomes a Gaussian kernel with an

additional attenuation term.

V. EXPERIMENTS

To illustrate the applicability of the proposed framework, we
consider the following simple image segmentation procedure.
Suppose that we are given an (color) image Y € [0, 1]H>Wx3,
For each pixel Y®) € R3, we consider the P x P x 3 patch
centered at Y (), denoted as y(®) € [0, 1]P*FP*3 = [0, 1]3F” as
its representation. We apply a kernel embedding algorithm such
as Laplacian eigenmaps or the proposed kernel embedding to
the patches {y¥) 1% and apply the k-means algorithm [9, 11]
as in spectral clustering [20]; the resulting labels can be viewed
as a segmentation of the image.

We present a sample image segmentation result with P =
2 in Fig. 1. For kernel PCA and Laplacian eigenmaps, we
used isotropic Gaussian kernels with bandwidth selected as
median of all pairwise Euclidean distances. For the proposed
kernel embedding, we applied the kernel embedding based
on spherical harmonics in Section IV, by mapping the data
onto a unit hypersphere and used the Gaussian kernel density

(d) Laplacian eigenmaps  (e) Spherical embedding

Fig. 1. An illustrative example with image segmentation.

estimator with the same bandwidth. The number of clusters used
in the k-means algorithm was 8. We remark that the spherical
embedding has orders-of-magnitude lesser time complexity
(~2s) than the other kernel-based embeddings (~100s), while
providing a comparable result.

VI. RELATED WORK

Spectral clustering [15, 20, 23] has many versions depending
on the form of graph Laplacian in the procedure, and Laplacian
eigenmaps [1] is equivalent to the spectral embedding used
in the version of spectral clustering by Shi and Malik [20].
Schiebinger et al. [18] analyzed the normalized kernel operator
K, to establish the performance of spectral clustering.

The mathematical equivalence between Laplacian eigenmaps
and kernel PCA established in Section II is not entirely
new. For example, Ng et al. [15] pointed out a link between
spectral clustering and kernel PCA. More generally, Ham et al.
[8] and Bengio et al. [2] interpreted Laplacian eigenmaps,
multidimensional scaling, Isomap, and locally linear embedding
as specific instantiations of kernel PCA. Note, however, that
they only considered the sample based algorithms not the
underlying population optimization problems, while this paper
crucially relies on the population formulation.

Dot-product kernels have been studied in the context its
regularization property for support vector machines [21] and
their feature functions [13]. For a more detailed account on
spherical harmonics, we refer an interested reader to [5, 14].

VII. CONCLUDING REMARKS

In this paper, we proposed a rather unorthodox perspective
on kernel-based spectral embedding. We introduced a new
criterion for kernel embedding with a new density-regularized
kernel, which results in a kernel embedding algorithm without
spectral decomposition of a matrix. The advantage comes from
the special structure of the kernel k, in (9), which allows the
separation of the density from the eigendecomposition of the
kernel operator.

We emphasize that the proposed algorithm is not proposed
to replace the existing spectral methods; instead, it should
be viewed as an extremely low-cost kernel-based embedding,
which may be particularly advantageous when a dataset is large
and computational resource is limited. A deeper investigation
and more extensive experiments including its variations in
Remarks 12, 13, and 14 will be reported elsewhere.
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